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The automatic detection of conflictual languages (harmful, aggressive, abusive, and offensive languages) is
essential to provide a healthy conversation environment on the Web. To design and develop detection systems
that are capable of achieving satisfactory performance, a thorough understanding of the nature and properties
of the targeted type of conflictual language is of great importance. The scientific communities investigating
human psychology and social behavior have studied these languages in details, but their insights have only
partially reached the computer science community.

In this survey, we aim both at systematically characterizing the conceptual properties of online conflictual
languages, and at investigating the extent to which they are reflected in state-of-the-art automatic detection
systems. Through an analysis of psychology literature, we provide a reconciled taxonomy that denotes the
ensemble of conflictual languages typically studied in computer science. We then characterize the conceptual
mismatches that can be observed in the main semantic and contextual properties of these languages and their
treatment in computer science works; and systematically uncover resulting technical biases in the design of
machine learning classification models and the dataset created for their training. Finally, we discuss diverse
research opportunities for the computer science community and reflect on broader technical and structural
issues.
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1 INTRODUCTION

Harmful, aggressive, abusive, and offensive languages in online communications are a growing
concern [115, 187, 287]. They constitute a threat to Freedom of Speech [268], damage the dignity
of the targeted individuals [280], and prevent healthy and fruitful conversations [169]. The recent
hearings [154] of the biggest social network’s platform (Facebook) CEO also testify of the growing
public attention on the issue.

Manual moderation is still the most reliable method for content filtering [142, 153, 158, 201],
but it suffers from several issues. Content moderators cannot handle the deluge of user-generated
content fast enough not to endanger anyone. Moreover, they are continuously exposed to hurtful
content, which induces mental issues and can lead to self-harm acts [252].

Under the societal and political pressure [101, 134], online platforms are urged to find computa-
tional solutions to detect conflictual languages [105]. Machine learning approaches are considered
the best solutions [101], due to their promise to achieve reasonable detection performance at scale.
In practice, error rates still demand for extensive manual moderation. For instance, Arango et
al. [14] show the frequent drop of performance for machine learning models evaluated on deploy-
ment data (e.g., a model that achieves 70 F1-score on its test dataset can only achieve 21.1 F1-score
on another dataset).

Classification errors also raise concerns of discrimination [260]. For example, models might
systematically misclassify certain populations more often than others, for instance more often as-
sociating tweets written in African-American English to negative classes than tweets written in
Standard American English [175], or misrepresent their identities due to stereotypical associations
between certain concepts and sensitive attributes [40]. The causes of these errors can be summa-
rized under the broad term of bias. When the training dataset is biased towards certain (latent)
characteristics, the model is implicitly taught a biased representation of the conflictual languages.
While these biases are technical artifacts, we argue that their root causes and solutions cannot only
be found in the technical realm. Issues at the conceptual level induce these biases and the challenges
in tackling them. Through this survey, we show the existence of several mismatches between the
typical formalization of conflictual languages in the computer science literature and how people
perceive and experience such languages in reality. Mismatches first manifest at a terminological
level, as publications often use an incorrect term to refer to the conflictual language they study;
but they further deepen into semantic and contextual levels. For instance, psychology literature
highlights that the perception of conflictual languages depends on various contextual factors [60],
such as one’s prior experiences (e.g., someone who is frequently subject to racial prejudice might
perceive sentences as hate speech more strongly), or the direct context of a sentence, e.g., its au-
thor and target. Failing to acknowledge such rich characterization has obvious implications for
the correctness and effectiveness of the deployed system. Consider, for instance, the widely used
practice of keyword-based sampling in training data construction, i.e., collecting conflictual text
based on certain keywords. This method implicitly teaches a model that conflictual languages con-
tain specific words, and leaves out offensive texts with more subtle—or “coded” language that, in
practice, makes the resulting system ineffective.

In this survey, we aim at surfacing and systematically characterizing these mismatches and the
technical biases that reinforce them to highlight relevant research challenges. Figure 1 summa-
rizes the research fields and technical aspects addressed in our survey. By interrogating psychol-
ogy literature, we drive an informed analysis of trends in computer science papers and propose
a consolidate taxonomy for conflictual languages. Then, we identify the biases that arise from
prior conceptual mismatches. By adopting a data-centered view, we show that many issues in
the outputs of the systems originate from problematic choices in the design of data engineering
pipelines.
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Fig. 1. Dependencies that influence the design of online conflictual language detection systems. Technical

works in NLP and machine learning, and possibly works from psychology and politics, determine the infer-

ence task. Datasets are then developed (or selected) according to the task, in a way that is also informed by

data mining and crowdsourcing literature.

1.1 Scope and Terminology

The computer science literature on the automatic detection of online conflictual languages focuses
on a few languages: hate speech [101, 240], cyberbullying [6, 8, 135, 232], flaming [163], offensive
[234], and aggressive language [152]. We compare all these languages and focus on their most
common manifestation, text. We believe that research on one language might benefit research for
another language, and that a precise and organized terminology is needed to improve the quality
and applicability of automatic solutions [278].

We employ the term Online Conflictual Language (OCL) to refer to the overarching category
of online language that subsumes all these types. We use the term “language” instead of “speech”
(used in computer science to refer to hate speech [83, 101]), because the latter implies the spoken
nature of the sentence [237]. In contrast to terms with specific meanings (e.g., “aggression” implies
the intention to harm), we use the term “conflict,” defined as “the occurrence of mutually antagonistic
or opposing forces, including events, behaviors, desires, attitudes, and emotions.” We use “Online
Conflictual Language” also to avoid ambiguity and confusion, as the term has not been previously
used in psychology, linguistics, or computer science.

Multiple social sciences such as psychology, sociology, media studies, political science, law and
history, discuss online conflictual languages from perspectives such as manifestation, dynamics,
and impact. This article primarily focuses on psychology, as it provides clear definitions and a
diverse set of actionable information. When relevant, discussions from those other social sciences
are also included.

In this survey, we discuss the creation of datasets for online conflictual language detection. We
do not provide a list of open source projects or a list of common datasets, as previous works
(Schmidt et al. [240], Vidgen and Derczynski [277], and Fortuna et al. [101]) provide an adequate
overview. We also refrain from focusing on the political aspects of online conflictual languages,
their definitions in laws and regulations, or the ethical concerns raised by their study (e.g., im-
pact on researchers involved in the topics). These topics are, respectively, addressed in Fortuna et
al. [101], and in Vidgen et al. [278]. While several challenges identified in these papers are also
addressed in our work, our analysis based on social science literature enables us to provide com-
plementary recommendations and directions for future work.

1.2 Comparison to Previous Works

Several surveys analyze literature on OCL ([101, 232, 240, 258, 278]) and the technical challenges
for the development of accurate detection systems. Recent surveys [101, 278] also recognize and
address the difficulties in understanding the object of study. For instance, Fortuna et al. [101] show
terminological confusions in the definitions of hate speech by various social media platforms.
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However, their analysis often refers to only few types of languages and only partially explores
related disciplines.

Our survey substantially departs from previous works precisely by engaging in an analysis of the
problem of OCL informed by psychology research. It surfaces new conceptual aspects important
for automatic detection tasks, including consolidated definitions of OCL, and factors that influence
their perceptions. It also highlights limitations in the current setup of detection tasks, especially
to account for context and subjectivity of OCL. While these constitute technical challenges, their
presence also hints at structural challenges in the organization of the research field, such as the
development of collaborations with other domains and the acknowledgment of well-constructed
datasets as valuable scientific contributions.

1.3 Original Contributions

In details, this manuscript provides the following five contributions:

(1) A set of definitions and properties, and a taxonomy to reconcile the OCL terminology (Sec-
tion 3). This reconciliation speaks to an increasingly advocated need for conceptual clarity
[278].

(2) A discussion of the psychological aspects related to OCLs (Section 4) that uncovers con-
ceptual mismatches with automatic detection works and a reflection on the experimental
practices that could contribute to computer science research.

(3) A comprehensive review of the typical data engineering pipelines used for building datasets
(Section 5) and of their technical biases (e.g., usage of disagreement metrics for evaluating
the annotation quality of subjective OCL) that can be harmful and participate to the low
generalization abilities of the systems.

(4) A quantitative review of conflictual language detection models (Section 6) and an analysis
of their limitations in terms of performance, leading to the identification of additional biases.
Guided by our OCL taxonomy, our work offers a principled characterization of differences,
similarities, limitations, and opportunities in computer science approaches. The lack of fea-
tures relevant to individual OCL and the integration of social biases are pressing issues, for
which future research could draw inspiration from psychology literature and machine learn-
ing fairness and explainability literature.

(5) An extensive discussion of open, technical and structural, research challenges, with clear
and actionable suggestions for future work inspired by various psychology and computer
science domains and informed by our systematic literature analysis (Section 7).

2 METHODOLOGY AND PAPER COLLECTION

In this section, we introduce the methodology employed to achieve the aforementioned contribu-
tions, and we explain the procedures followed to collect the computer science and social science
papers that we analyze.

2.1 Methodology

We take a multi-step approach including, (1) retrieving relevant terms about OCL, (2) literature
search and analysis, (3) taxonomy creation, and (4) analysis of the research challenges. Details of
these steps and their connections are summarized in Figure 2.

2.2 Paper Collection

2.2.1 Retrieval of the List of Terms. Starting from the most comprehensive (to date) hate speech
survey [101] and other related surveys, we iteratively gathered relevant terms by searching
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Fig. 2. Methodology employed to develop the surveyActions taken are represented in rectangles and the

resulting artifacts in diamond shapes. (1) After retrieving the OCL terms, (2) we identify the main knowledge

developed by—and experimental processes employed in—our different fields of interest, i.e., psychology and

social science, computer science, and common knowledge. (3) From such information, we reconcile the ter-

minological and conceptual mismatches in-between the fields. (4) Finally, we reflect on the mismatches to

identify the technical biases they create or reinforce.

referenced literature and identified the following: hate, hateful, toxic, aggressive, abusive, offensive
and harmful speeches, profanity, cyberbullying, cyberaggression, flaming, harassment, denigration,
impersonation, outing, trickery, exclusion, cyberstalking, flooding, trolling, discrimination. In the
rest of the survey, we refer to the sum of all these concepts with our proposed expression online
conflictual language (abbreviated to OCL).

2.2.2 Retrieval of Psychology Papers. We searched for papers published in psychology venues,
that explain the different languages (definitions) or study the variables that influence their per-
ceptions. We did not include papers for which the major focus is to understand the impact of
the language or speech; how the feeling (e.g., hate) develops in an individual; or the extent of the
spread of the speech or language. We focused on the field of social psychology to avoid non-relevant
literature (e.g., consumption habits of people when related to toxicity). After retrieving the initial
documents, we used a snowball approach to identify additional papers. Without loss of generality,
we cite only a subset of the considered papers, striving for complete topical coverage and not for
completeness of literature works.

We inputted the following query in Google Scholar: (OCL keyword)AND (((variable)OR (percep-
tion)OR(definition)OR(judgement)) AND( (web)OR(online)OR(internet)) AND (source:“social Psychol-
ogy”) from which we later removed (web)OR(online)OR(internet), because there are very few papers
about these languages online. Retrieved papers are from the Journal of Applied Social Psychology,
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the Journal of Experimental Social Psychology, and the Personality, Psychology, Public Policy, and
Law and Social Psychology Review, but also from other venues such as Psychology of Women Quar-
terly, Journal of Social Issues, Language Sciences, Computers in Human Behavior, Group Dynamics:
Theory, Research, and Practice.

2.2.3 Retrieval of Computer Science Papers. We conducted a systematic literature review fol-
lowing the steps listed below:

(1) Query formulation: We are interested in all papers about OCL detection tasks, creation of
dataset, or collection of data annotations. Hence, we chose the keywords: “filtering,” “crowd,”
“crowdsourcing,” “annotation,” “dataset,” “detection,” “prediction,” “classification.” We formu-
lated the query by combining these keywords and the ones listed in Section 2.2.1 with OR
query clauses; AND clauses are used to create the final queries, e.g., “((cyberbullying)OR(hate
speech))AND((detection)OR(annotation)).”

(2) Document search: We retrieved the documents from several libraries (Scopus, ACM, IEEE,
DBLP, Google Scholar) by matching the title, abstract, and keywords of the documents with
our query. As Scopus covers diverse research fields (we retrieved plenty of papers from
Chemical Engineering due to the “toxic” keyword), we limited the search to computer sci-
ence papers. The papers were collected at the end of 2018, complemented with works from
2019 and 2020 during the paper revision process.

(3) Document filtering: We removed the duplicates and limited the retrieved documents to com-
puter science papers. We manually removed documents about toxic behaviors in online
games, when the behaviors did not consist in the use of OCLs or the documents did not
tackle OCLs effects or causes, e.g., Kwak et al. [149] about how people report toxic behaviors
while gaming. We removed works related to trolling [235], because it is a very broad topic,
where most of the papers study the phenomenon, but do not propose automatic methods
for detection, and spamming, which is not characterized as conflictual language. We refer
the interested reader to Berghel et al. [32] and Fornacciari et al. [100] for more information
about trolling.

(4) Search extension: From the selected documents, we retrieved their list of references and per-
formed the document filtering step again on these additional documents.

We retrieved N = 219 relevant and accessible computer science papers. The classification of all the
retained papers in terms of meta information (authors, year, publishers) and technical artifacts is
available on the companion page.1

3 TERMINOLOGICAL MISMATCH: ENTANGLED DEFINITIONS

In this section, we analyze how OCL languages are defined and studied in social sciences, and
particularly in psychology. We reconcile the definitions of the OCL terms and create an informed
taxonomy. Later, we will discuss how this taxonomy poses new challenges for the creation of
automatic detection systems.

3.1 Definitions of OCL

3.1.1 Definitions from Psychology Literature. Table 6 in Appendix A.1 lists the definitions of the
OCLs that we retrieved from a psychology dictionary and psychology literature. These definitions
highlight properties of the concepts (e.g., intent, effect, target) that are necessary pillars to reconcile
the terminologies in the next subsections. Note that we could not find a definition for all concepts

1https://sites.google.com/view/survey-on-ocl.
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due to their recency in the online context, and that certain concepts do not yet have a single,
commonly agreed upon definition.

Hate. Hate has a multitude of definitions that share many similarities [257]. For instance, the
most comprehensive and broadly adopted definition of hate crime [202] is “a hate crime can be de-
fined as one in which the victim is selected because of his or her actual or perceived race, religion, dis-
ability, sexual orientation, or ethnicity/national origin (U.S. Department of Justice, 1999” [206, 259],
which is very similar to “the violence of intolerance and bigotry, intended to hurt and intimidate
someone because of their race, ethnicity, national origin, religion, sexual orientation, or disability. [...]
Hate crimes differ from other crimes in that they typically involve use of explosives, arson, weapons,
vandalism, physical violence, and verbal threats of violence to instill fear in their victims, and the
community to which they belong” [207]. The definitions of hate online also bear common proper-
ties between each other and with hate crime, e.g., “cyberhate—namely, online messages demeaning
people on the basis of their race/ethnicity, gender, national origin, or sexual preferenc” [157]. These
definitions clearly define the type of targets of the language.

Aggression. Similarly, the concept of aggression remains in discussion [144]. For instance, Bur-
bank et al. [44] raise the following question: “Assuming that we define ‘aggression’ as behavior
that results in physical or psychological harm, we must question whether or not an act that results
in the harm of another was indeed intended to do so.” Verbal social aggression has reached a con-
sensus “these forms of aggression are intended to cause harm by using others, spreading rumors,
gossiping, and excluding others from the group or ignoring them,” but its categorization into sub-
concepts is still discussed [16]. Here, both the effect (harm) and intent to cause the harm are
highlighted.

Bullying. Bullying has an agreed upon definition: “physical, verbal, or psychological intimidation
that is intended to cause fear, distress, or harm to the victim” [219] with “the repetition of the behaviour
over a period of time and the relational asymmetry between bully and victim” [20]. Some works
further categorize bullying behaviors into different groups.2

Discrimination. Definitions of discrimination also seem to converge: “harmful actions toward
members of historically subordinated groups because of their membership in a particular group. [...]
Discriminatory behaviors are carried out based on personal prejudices or stereotypes about members
of a specific group” [177, 194].

Harassment. Harassment presents a precise definition, e.g., for verbal sexual harassment—
“judgments of appearance, obscene and euphemistic statements about sexual receptivity, and remarks
belittling the competency of one’s gender” [114]—the definition points out to specific types of nat-

ural language (e.g., euphemism).

The above definitions present common properties across languages that could be identified and
exploited for developing automatic detection methods. Interestingly, certain publications even
distinguish explicitly different languages by pointing out different dimensions, e.g., bullying is

2E.g., “threat to professional status (e.g., belittling opinion, public professional humiliation, accusation regarding lack of
effort); threat to personal standing (e.g., name-calling, insults, intimidation, devaluing with reference to age); isolation (e.g.,
preventing access to opportunities, physical or social isolation, withholding of information); overwork (e.g., undue pressure,
impossible deadlines, unnecessary disruptions); and destabilization (e.g., failure to give credit when due, meaningless tasks,
removal of responsibility, repeated reminders of blunders [...]” [219].
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a repeated aggression over time [24, 251] (time dimension), bullying and discrimination differ by
the type of entities they target [194]3 (target dimension).

3.1.2 Reconciled Definitions.

Motivation. In computer science publications, the terms related to online conflictual lan-

guages (OCLs) are not always defined, or with definitions that remain ambiguous. Besides, they
are often used interchangeably, as we show next in Section 3.3.

A few noticeable exceptions exist. Certain works survey the definitions of hate speech from
various companies, legal frameworks, and scientific publications [101]; study properties of abusive
languages or harassment in details referring to psychology works [116, 284]; discuss in depth the
differences between different languages (e.g., hate speech, offensive language, and other harassing
languages [103, 262]). Yet, these works do not address all types of OCL, they sometimes do not
align across publications, and some of the definitions are not directly actionable for distinguishing
the various languages. For instance, the following definitions of offensive and abusive languages
“Profanity, strongly impolite, rude or vulgar language expressed with fighting or hurtful words in
order to insult a targeted individual or group,” “Any strongly impolite, rude or hurtful language using
profanity, that can show a debasement of someone or something, or show intense emotion” [102] hold
many similarities, that prevent from clearly identifying their differences. Also, Golbeck et al. [116]
consider “jokes with poor taste” offensive, while they do not necessarily imply a specific type of
language, conflicting with the above definitions.

As OCL terms do not all have precise and consistent definitions, we attempted to find definitions
(Table 6 Appendix A.1) in a general dictionary,4 a specialized psychology dictionary,5 and a dictio-
nary from other social sciences.6 Because these definitions were again neither clear or consistent,
nor specific to the online context, we decided to define reconciled definitions and taxonomies as
described below.

Methodology. In cases where both a social science and a computer science definition are found,
we opt for the social science definition, as the field(s) has been studying such concepts more exten-
sively until now. For terms where only computer science provides definitions, we select a single
definition based on the frequency at which they all appear in papers covered by our survey. In case
of ties, we choose the definition most similar to our intuition about the term.

Results. The reconciled definitions are summarized in Appendix A.2 Table 7. Most papers use
the term hate speech with the meaning in Table 7 and define sub-categories based on the target of
the language [12, 83, 136, 270, 283, 309]. Hateful speech was defined in computer science to solve
ambiguities in the definitions of hate speech and focuses on the expression of hate without speci-
fying any intent from the author of the speech [233]. Hate does not specify the group “affiliation”
of the target. Conversely, offensive language does not imply a specific intention (only two com-
puter science papers mentioned it [200, 285]), but a notion of perception from the target of the
language.

Cyberaggression and cyberbullying (traces) are often confused: Cyberbullying is a specific
case of repeated cyberaggression, and cyberbullying traces correspond to cyberbullying and its

3“The major difference between bullying and discrimination lies in the characteristics of victimized targets; that is, in
target specificity. Discriminatory acts are directed narrowly toward members of specific, socially subordinated groups
(e.g., gays, the obese); whereas bullying acts are directed toward broader, more heterogeneous targets that may include
socially subordinated groups, but also people who wear strange clothes or are socially withdrawn.”
4https://dictionary.cambridge.org/.
5https://dictionary.apa.org/.
6http://bitbucket.icaap.org/.
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Fig. 3. Taxonomy of the Online Conflictual Languages (OCLs). The boxes correspond to one or more

properties—specified in bold—which are common to the set of concepts contained in them. The arrows spec-

ify the relationships between languages (in italic).

responses [295, 306], requiring different methods for detection. Although some definitions of ha-
rassment [221, 298] do not mention repetition, we consider it is a cyberbullying category because it
appears mostly in cyberbullying publications [8, 29, 48, 54, 65, 87, 171, 178, 185, 238, 247, 256]. We
do not distinguish between aggression and cyberaggression in the survey, as their only difference
lies in that aggression is not specific to the Web.

Harmful [91, 156, 245] and toxic languages [113, 166, 224] are not defined precisely in literature,
except for toxicity in video games. However, toxic speech is described in a crowdsourcing task
to collect a dataset of toxic comments [292]7 and insists on the type of language used, which
motivated our characterization choice.

3.2 Reconciled Taxonomy

Motivation. The reconciled definitions highlight the differences between OCL concepts, but do
not make their relations explicit. For instance, the definitions of abusive and offensive languages of
Founta et al. [102] are precise, but the language properties remain implicit (abuse’s main property
is the type of language used, and offensive language is characterized by the focus on someone’s
characteristics, without necessarily employing rude language—as shown by our selected defini-
tions). Thus, we propose common properties to categorize the concepts and their sub-categories
(Appendix Table 8) and derive a taxonomy in Figure 3.

Methodology. We define seven binary properties based on computer and social science works
in an effort to build independent categories of concepts. We map the concepts to the cate-
gories based on the descriptions and examples of OCLs in computer science. We resolve dis-
agreements between papers using the frequency to which the properties are mentioned. A
positive attribution of one concept to one dimension (i.e., a “yes” in Table 8) means that the
instances of the concept necessarily contain this element, while a “no” means that it is not
necessary.

7https://github.com/ewulczyn/wiki-detox/blob/master/src/modeling/toxicity_question.png.
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Because no concept was fully independent or entirely derived from other concepts, we refined
the classification by dividing certain properties into non-binary sub-properties (second line of
headers in Table 8). For example, hate is more general than hate speech (hate speech always focuses
on stereotypes), so the definitions share a common set of properties (i.e., same “yes” in the table),
but hate speech also has more constraints.

This categorization highlights clearly interpretable clusters of concepts with different relation-
ships: sub-categories (additional mandatory properties), sub-types (more precise elements speci-
fying the properties), broader relationships (concepts that might use several sub-concepts). This is
the base for the final taxonomy.

Results. The final seven properties are the following:

• Intention: The author of the language has a negative intention (hatred8 or harm9).
• Behavior: The language is defined by a specific type of behavior of the author.
• Specific focus: The language deals with a particular topic of interest (a characteristic of a

person or another interest such as a rumor).
• Emotion of the author: Its author feels a specific emotion when writing.
• Language: The language contains a specific type of natural language (e.g., euphemism).
• Target: The author of the language is targeting a defined entity.
• Effect: The language has a specific effect on the reader.

The mapping of the different OCL concepts into these properties can be found in Table 8 in Appen-
dix A.3. The clusters of OCL are indicated with the cell colors. The final taxonomy is represented
in Figure 3. Four main groups of Online Conflictual Languages appear:

• Aggression: characterized primarily by the intention of the speaker to harm.
• Offensive languages: characterized by the focus on a person’s characteristics.
• Abusive language: characterized jointly by the use of a specific language style and the

non-specification of a target.
• Harmful languages: characterized solely by their effect on the reader while none of the

other properties has to be specified.

These groups are not entirely independent, as OCL languages inherently span overlapping prop-
erties. This intersectionality can be ultimately exploited by re-purposing research focused on one
language to other languages sharing a common property. We recommend to investigate how to au-
tomatically understand each property separately and combine the findings of this research when
addressing a language characterized by multiple properties.

3.3 Mapping of the Computer Science Literature into the Revised Taxonomy

In this section, we analyze the mapping (see Appendix A.4 Figure 12) between the way terms were
originally used in computer science papers and their definitions in the new taxonomy for the 184
papers from which a description of the concepts could be traced back —16% of publications do not
refer to a definition. We find ambiguity in 58% of the papers.

Hate, hate speech, and hateful speech are used interchangeably. Profanity, aggression, and cyber-
bullying are not defined, probably because they have simple dictionary definitions. Abusive, offen-
sive, and neural [234] languages are often associated with incorrect terms. In 10 papers, the word
abusive is used to refer to aggression, while offensive is confused, respectively, with sexism, racism,
cyberbullying, aggression (1 time), hate, hateful speech (2 times), hate speech (5 times), abusive

8“An extremely strong feeling of dislike.” - definition from https://dictionary.cambridge.org/dictionary/english/hatred.
9“Physical or other injury or damage.” - definition from https://dictionary.cambridge.org/dictionary/english/harm.
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Fig. 4. Distributions of OCL concepts in computer science works. We differentiate between works that study

the use of OCL and works that develop technical solutions to automatically classify OCL.

language (4 times). The confusions between aggression, harassment, cyberbullying, cyberbullying
traces, and cyberaggression are also highlighted. Thirteen papers mentioning cyberbullying inves-
tigate cyberbullying traces, and 19 other papers actually study aggression. Finally, two sub-types
of hate speech, racism, and sexism are confused with more general categories such as offensive,
hateful, and hate speech languages. This is possibly due to the lack of datasets that would support
studying broader concepts.

The terminological mismatch shows that there is no consensus on the definitions of OCLs in
computer science. Authors often mention a certain OCL, but might actually only identify a sub-
category of it (e.g., hate speech and racism) or identify a broader set of languages (e.g., cyber-
bullying traces and cyberbullying) or a totally different type of OCL (e.g., hate speech and abusive
language). Depending on the application at hand and its specifications, such mismatch could easily
lead to systems that do not fit their requirements.

3.4 Distribution of Works on OCL Concepts

This terminological reconciliation shows that certain types of languages have attracted less atten-
tion from computer scientists, as shown in Figure 4(a). Aggregated into the coarse-grain categories,
45.5% of papers tackle offensive languages, 39.4% of papers investigate aggression, and 15.2% work
on the use of abusive language. No paper was found specifically on harmful language. Similarly,
the distribution of concepts investigated in classification tasks (Figure 4(b)) presents an imbalance
between coarse-grained concepts such as cyberbullying, aggression, abusive, and hate speeches and
certain finer-grained concepts (toxic speech, misogyny, ...) are seldom studied. This might be ex-
plained by the “popularity” of cyberbullying and hate speech in the media, but also by the lack of
understanding of finer-grain concepts. Yet, detecting each finer-grain concept could enable a more
precise and modular filtering of concepts.

4 CONCEPTUAL MISMATCHES TOWARDS TECHNICAL BIASES

In this section, we argue for the existence of profound conceptual mismatches pertaining to the fo-
cus of computer science literature on the development of algorithmic pipelines, mostly due to lack
of consideration for the application context —contextual mismatch—or for the specific properties
of the targeted OCL —semantic mismatch. We provide an overview of the insights about OCL that
can be found outside computer science research and compare them to high-level findings from our
systematic survey of computer science literature.
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Table 1. The Factors Identified in Psychology Literature that Influence OCL Perception, Organised in 3

Categories (Internal Characteristics of the Observer, Characteristics of the Sentence Content and of the

Sentence Context), and the Approach taken to Measure these Variables

Category Variable Measure Paper

Observer Gender Question [66, 67, 93, 120]

Observer Ethnicity Question [66, 67, 289]

Observer Education Question [66, 67]

Observer Age Question [66, 67]

Observer Liberalism inclination Question (scale) [93]

Observer
“Individuals’ attributions of intent”, angry
and anxious dispositions

Not investigated [120]

Observer Sense of mastery, self-esteem Question [204]

Observer

Frequency to which people are subject to
racial prejudice, “beliefs about the
appropriateness of expressing racial
prejudice”

Question (scale) [186, 289]

Observer Membership esteem to the offended group Question (scales) [37]

Context/Content Targeted group or person Scenario [37, 66, 67, 126]

Content Category of hate speech Info in dataset [126]

Content Prejudice, sentence properties In the dataset [66, 86]

Context Public or private sentence Scenario [66, 67]

Context Received response to the language Scenario [66–68]

Context Author, its characteristics, race, gender Scenario [70, 207]

Context Hierarchical level of perpetrator and victim Question [265]

Context Internet community Info in dataset [253]

Context Social status of a group Question [126]

4.1 External Insights on Online Conflictual Languages

4.1.1 Semantic Knowledge from Psychology. Researchers in psychology have extensively stud-
ied conflictual languages, beyond the context of Web communication platforms. We summarize
here the major insights relevant for the prospect of detecting these OCL.

Three main types of variables influence how OCL is perceived by external observers (see Table 1):
the language content, including the properties of a person or group targeted by OCL; the language
context; and characteristics of the observer.

Internal characteristics of the observer. The perception of certain OCL depends on the internal
characteristics of someone who observes the language. This hints at the subjective nature of many
online conflictual languages. For instance, Guberman et al. [120] observe a difference in aggres-
siveness ratings of tweets depending on gender (women rate tweets more often as aggressive than
men) and mention the tendency that some people have “to interpret ambiguous stimuli as being
intentionally aggressive” and the dispositions of people to become angry and anxious. Downs
et al. [93] identify that gender and liberalism inclination influence how harmful a hate speech is
perceived. Similarly, Cowan et al. [66, 67] point out that the ethnicity, gender, education, and age of
the observer influence the perceived offensiveness of hate speech. Besides, attention is called on
the distinction between the perceived offensiveness and harmfulness [68], with for example ethnic-
ity being a main factor in the perceived harmfulness. This highlights the importance of clearly and
precisely defining the OCL to detect, in order to account for the correct variables of importance.
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Works focused on racial hate speech also pinpoint the frequency to which people are subject to
racial prejudice and people’s “beliefs about the appropriateness of expressing racial prejudice” [186],
and ethnicity [289] (e.g. people of color who are more often subject of racial aggression perceive
Web memes as more offensive, unlike White people). This speech triggers various emotional
responses (fear, anger, sadness, outrage), and people with high membership esteem react more
strongly to threats to their group than low identifiers [37].

Sentence content and context. The syntactic and semantic properties of the sentence, e.g. length,
usage of profanity, and its context –author [70] and how its direct target behaved and felt [68], tar-
geted group, whether it is public or private, and whether it received a response [66, 67]– influence
how offensive it is perceived [66, 70, 126]. For instance, the perception of profanity depends on the
community [253] as different communities use profanity with different frequencies and contexts
and judge the words differently. Besides, a speech toward a single individual is seen as more of-
fensive than a speech toward a group of people [37]. Also, a speech is offensive when it presents
a property of an individual (“personal characteristic, belief”, etc.) in a certain way which does not
need to be hateful [15], as the wrongfulness comes solely from the aim of its author: “attempt
to denigrate, humiliate, diminish, dishonour, or disrespect the other”. The context is particularly
relevant when distinguishing between languages that are harmful – which damages someone’s
interests – from languages that are hurtful (offensive) – which causes mental distress.

These three types of variables implicitly include finer-grained characteristics of the language:
the focus towards certain types of population and specific targets, the type of language used, the author,
its intent and the effect on the targets.

4.1.2 Contextual Information around OCL Detection Systems.

Context of application of the systems. The application domain of an OCL detection system deter-
mines its context of operation (e.g., a social media primarily used by children within a single coun-
try using a single language or used by a specific political community to discuss political opinions
on specific subjects). Context consists in the type of platform (e.g., social media, conversational
agent) on which OCL should be detected, the type of end-users and their backgrounds, the type of
communities and populations that are present on the platform or interact with this agent, the top-
ics that are frequently tackled, and the natural language typically employed (which can be different
from offline language). These characteristics might impact how someone perceives OCL [278]. Un-
derstanding this impact would allow to scope the context in which systems can be used and would
determine how to collect datasets for training and how to develop and test algorithms.

Laws and regulations, either governmental or from social media platforms, further constrain
the type of online conflictual languages to be detected. They focus on certain properties of lan-
guage, such as intent or targets (identified in the previous section) that are often more specific or
nuanced [35]. For instance, the British government decided after many debates on “protections
only against intentionally threatening expressions of religious hatred, not against those that were
merely abusive or insulting, nor those that are reckless and likely to stir up hatred.” Philosophy
also studies when OCL should be limited and similarly defines criteria to make a decision, by ana-
lyzing case-by-case past events of OCL on social media [121]. Especially, it should be limited when
“it is reasonable and feasible to assume that an act of Internet speech will cause harm to others,”
and more specifically when “targeted hate speech that carries with it immediate harm (capability
to carry out the violence), individualized harm (capability to assault the target), and capability to
carry out the threat (actualized means of committing the violence).” As our investigation in the
remaining of the article shows, such nuances are not necessarily reflected in the ways datasets
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Fig. 5. Summary of the entities of importance in the understanding of OCL, as identified by computer science

studies.

and models are developed, yet would be of importance, for instance, not to unintentionally restrict
freedom of expression.

Hard technical requirements for the applications. The applications in which OCL detection sys-
tems are implemented also impose hard technical requirements (e.g., OCL posts should be removed
from a platform within a certain amount of time). While these requirements do not necessarily im-
pact the nature of the OCL to detect, they might impose constraints on the detection pipelines (e.g.,
cost of data collection, speed of machine learning inferences with or without the possibility to in-
volve humans-in-the-loop), and tradeoffs with the system accuracy (e.g., scalability vs. accuracy).
However, these requirements are not often accounted for in the literature, which instead focuses
on accuracy. Only 4% of surveyed publications mention the scalability of their system, mainly the
time efficiency to detect OCL, and only 6% tackle the creation of a full system in opposition to
a detection method. These numbers are small, considering the need for efficient solutions, since
leaving OCL public for too long might have psychological consequences for the readers.

The systems are ought to perform well continuously over time. Yet, only few systems contin-
uously collect datasets, whereas this would shed light on the evolution of OCL along time, the
changes in the users of platforms, how they impact a model’s performance, and so on. Efforts to
develop systems such as MANDOLA [195] or the Online Hate Index10 would greatly contribute to
progress in the field.

4.2 Computer Science Studies on OCL

Researchers in computer science have conducted studies on the use and spread of OCLs on the
Web. They perform both manual analysis and statistical observations on datasets collected for the
studies and discover properties of the languages that could be used to tune the features employed
by automatic detection methods. These studies serve as a source to identify the entities studied in
computer science literature, their relations, and their properties (summarized in Figure 5). These
entities are primarily the author of a language—its behavior, intentions and emotions—the lan-
guage content itself, be it a single sentence or an entire paragraph—the language used, the targeted
property of a person or group, and implicitly the focus of the language since only sentences con-
taining expressions of hate are studied—and its context—how it affects the target person or group.

Hateful behaviors are characterized with perpetrators’ internal characteristics—their account
creation dates, e.g., hateful users might be often banned; the amount of the users’ activity on

10https://www.adl.org/resources/reports/the-online-hate-index.
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Table 2. Type of Entity per OCL, Accounted for in Computer Science Classification Tasks

Aggression Offensive Abusive Harmful language

Media sessions 6 0 0 0
Sentence 83 75 12 1
User 13 1 1 0
Words 3 0 1 0

the media; the position of the users in the network graph; whether the users are identified as
spammers—and the characteristics of the sentences they write—the lexical content and sentiment of
their posts and hashtags [48, 52, 222]. ElSherief et al. [96] also identify various personality traits
of both authors and targets of hate speech.

Other studies target media sessions, i.e., a conversation between several individuals. This is the
case for cyberaggression, where both text, images, and possibly users are studied—e.g., the role of
the author in the cyberbullying—sometimes with a temporal dimension [31, 129].

Certain studies [65, 80, 122, 127, 143, 173, 248, 253, 266, 281, 303] characterize the language itself,
through the sentence content (i.e., the used vocabulary); the targets; the context (how the language
is perceived); the relation between the type of target and the type of content employed [95]; and
the effect of users’ anonymity and users’ geography. These properties are compared across plat-
forms [148]. One study focuses on why and with which intensity a language is perceived as con-
flictual by an observer, using questionnaires: a sentence is seen as cyberbullying when it contains
threats of physical violence, harassment, and profanity terms [87].

4.3 Computer Science Framing of OCL

In the remaining of this section, we identify conceptual mismatches that translate into technical
biases in the design of automatic OCL detection systems. To do so, we compare the formulation of
detection tasks in computer science publications to the above insights. We also provide an outline
of the works on biases and contrast them with our previous insights.

4.3.1 Framing of Automatic Detection Tasks. Here, we present how classification tasks are gen-
erally framed and show the diversity of the classes and entities used across tasks.

Entities. We find a strong imbalance across entities targeted by classification tasks (Table 2). Sen-
tences are the most studied. A few works also detect single words corresponding to a specific OCL,
or identify users, public accounts, and media sessions that comport OCL, based on the detection of
sentences and words. Retrieving data for media sessions or users is technically more challenging
than for words or sentences. Media sessions are only studied for aggression, because they allow
to analyze the users’ behaviors that emphasize user intention, a characteristic specific to aggres-
sion. Studying sentences allows to access certain properties of OCL (e.g., language type, focus, and
possibly intention), but leaves out information relevant for certain types of languages, such as the
effect on the reader for offensive languages or possibly the intention of the author.

Classes. The number of classes targeted in the classification tasks is also imbalanced. Most tasks
use 2 classes (77.7%) (e.g., is hate, is not hate language) or 3 classes (15.6%) (e.g., is positive, is neutral,
is hate language), which corresponds to the basic requirement of the systems. The tasks with more
classes (4 to 13) reflect the intensity of an OCL language, which is more challenging to detect. As
we discuss in the next subsection, binary classes do not necessarily reflect the understanding of
OCL obtained from our previous analysis. For instance, psychology pointed out to the dependency
of certain OCL perception on various contextual factors, left out when binary classes are predicted
for bare sentences.
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4.3.2 Main Bias Concerns. We report here the types of biases studied explicitly in relation to
automatic OCL detection. These mainly relate to certain inherent contextual properties of OCL
identified by psychology literature, and to a few properties specific to the online context—in
certain cases using the term “bias” directly—but also to the potential discriminatory impact of
OCL detection systems. We also investigate how these bias concerns compare to the semantic and
contextual information identified in the previous subsection.

Inherent contextual biases. Works on cyberbullying detection have shown how different authors
of OCL —difference based on gender [71], age, profanity history [74], or intent [3]—shape differ-
ently their sentences. A few properties of the target or observer of the language have also been
indirectly studied, mostly through the properties (especially the gender) of the employed dataset
annotators (e.g., workers from crowdsourcing platforms) [236]. Yet, the actual observers (e.g., so-
cial media users) do not necessarily resemble the annotators of a crowdsourcing platform, and
hence studies might not fit the perceptions of actual users. The conversation context—specifically,
replies to OCL—has also been investigated in a few works [159, 199].

Biases related to the online context of the systems. The contextual characteristics identified in
the previous subsections are often not mentioned in papers developing detection methods, ex-
cept for the platforms from which datasets are collected. The similarities and differences in the
natural language written across platforms is sometimes investigated by measuring the generaliz-
ability performance of models trained on one platform and one dataset across platforms and across
datasets [4, 119] as a proxy for the intensity of the differences. Besides, no work was found to study
the diverse perceptions of OCL of users across platforms.

Similarly, only few works discuss the end-user related information that should drive the devel-
opment of a system. Arango et al. [14] show that many datasets suffer from user biases. Few users
constitute the authors of the majority of OCL in common datasets, thus identifying OCL could
translate into identifying the author of a text sample, leading to overestimating models’ perfor-
mance. Besides, only the user social network [138] is investigated as user contextual cue, while it
is shown to increase detection accuracy of models relying on it.

Discrimination-related biases. Recent papers often employ the term “bias” to study system ar-
tifacts that might create discriminatory harms. Such harms are identified by comparing the per-
formance of a system for different subpopulations of users, e.g., based on gender [193] or other
sensitive information [21], e.g., sexual orientation [61]; and possibly on intersectional attributes
of the users, e.g., gender and political orientation [141]; or racial biases based on dialects [78, 236].
These biases all rely on properties of the end-users and their translation into natural language
in the applications (e.g., the background of the end-users imply a dialect). These harms are often
explained by imbalances of various nature in training datasets (e.g., more sentences written by
male authors than by authors of other genders). Sun et al. [260] provide an extensive review of
the formalization of these biases in natural language processing tasks, not specifically related to
OCL detection.

Computer science works that account for biases do not yet encompass all kinds of relevant
contextual and semantic information. We take a systematic approach in the remaining of this
article to identify the technical biases that occur from the non-consideration of this information.
That is what we discuss in greater extent in the next subsection.

4.4 Towards the Technical Mismatches

We identified the main properties of online conflictual languages as defined by social sciences and
the applications’ context and the ones integrated into computer science works. We now synthesize
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these properties to surface mismatches in computer science research. These mismatches relate to
the inherent properties of OCL and to the subjectivity of certain OCLleft out from both datasets
and machine learning models.

4.4.1 Mismatches and Challenges in the Exploitation of the Characteristics of OCL.

Mismatches in the selection of variables. The three types of variables that influence the percep-
tions of OCLs identified from social science (Section 4.1), i.e., the internal characteristics of the
observer, the sentence context, and its content, are similar to the ones found in computer science
studies (Section 4.2). However, the exact characteristics investigated vary. Computer science stud-
ies focus on properties directly measurable or that can be inferred from information available on
the online platforms, while psychology works rely on additional individual questionnaires.

Besides, only few detection methods use these specific characteristics of the languages. For in-
stance, it is recommended to use a sentence context in a media session, and possibly the inter-
actions of the sentence author with other users. It was also shown that the aggregation of hate
messages from multiple sources creates stronger harms than a single message from one unique
source [157]. However, only individual sentences are usually collected, without any metadata
on context. Psychology also points out to specific language uses, such as euphemism in harass-
ment [114] or humor for hate speech [291], e.g., humor affects the perception of offensiveness for
certain types of hate speech (here, racism or sexism). However, these are often cited as future work
in computer science, except for Magu et Luo [162] who study euphemisms within hate speech, or
the recent works on sarcasm in ACL workshops.

Mismatch in the choice of target entity to detect. Psychology and computer science studies high-
light the importance of looking beyond sentences, and at single user’s behaviors or at entire scenar-
ios, and of distinguishing between certain specific OCL. However, current setups do not focus on
these factors (Section 4.3.1), which could lead computer science researchers to target research ob-
jects that are ill-defined. Hence, we recommend to refer to the social science literature around the
targeted OCL to identify the important elements to include in datasets or algorithms for automatic
classification of each OCL.

Challenges in data collection. The above gaps constitute socio-technical challenges: The social
science insights need to be translated into accurate quantities measurable in practice in the tech-
nical systems. For instance, considering context in computer science is challenging due to the
difficulty in scoping and collecting it, e.g., links in posts are often outdated, finding characteristics
of the authors or receivers might be intractable and privacy infringing. This could—ideally—be
solved when building training datasets by interrogating users on their perceptions and intentions,
but it would be impossible in deployment where users could not be solicited for each post. This
shows again the necessity to identify requirements of applications precisely, as they shape the
constraints for training and deployment.

The relevant variables that impact the perceptions of OCL need to be identified more exhaus-
tively as psychology studies do not necessarily tackle OCLs on the Web, but also in real-life scenar-
ios. Also, certain OCLs are rarely addressed in psychology research, certainly due to their exclusive
online nature (e.g., flaming).

The validity and importance of certain properties about the context of the language used only
in computer science (e.g., user account creation date, amount of her activity on the media, her
position in the network graph) could be further explored by adopting the methodology followed
in psychology. Certain properties might be proxies for some of the psychology variables, e.g., they
could help to identify the intent of the author of a post. This leaves the opportunity for computer
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Fig. 6. Distribution of computer science literature focusing on OCL.

scientists to work with psychologists to bridge the gap between these domains and to more pre-
cisely define the concepts they study.

4.4.2 Spread of the Mismatches into the Classification Pipelines. The development of OCL de-
tection systems follows the general development of machine learning applications [10, 261]. First,
requirements are defined and specified into characteristics for the data, machine learning model,
and its evaluation. Then, data are collected, cleaned, and labeled by annotators. Features are ex-
tracted, a machine learning algorithm is developed and trained. The resulting model is evaluated
and later deployed and monitored. Certain steps might be iterated over to approach closer the
initial requirements and possibly to revise these requirements.

Shortcomings in the systems arise from these steps. Under-defined requirements (mentioned
in previous subsections) propagate into the next data-oriented and algorithm-oriented steps of
the pipelines. Tuning pipeline components even for well-defined requirements is challenging. For
instance, a system might be asked to perform equally well for children and adult users. However,
with the subjectivity of certain OCL, building datasets with single, binary labels for each data
record, and models that predict single labels, does not fit this requirement.

We identified five research directions in the computer science literature that integrate the dif-
ferent steps of the pipelines (literature surveys, statistical studies, classification methods, creation
of datasets, and crowdsourcing tasks to collect labels), with a strong bias towards classification
methods (Figure 6). There are especially few papers interested in crowdsourcing methods despite
the challenge of obtaining high-quality OCL labels with such ambiguous and subjective OCL [120].
This hints at many research opportunities, especially around the biases contained in datasets, and
studies to better understand OCL.

Next, we investigate the biases in detection pipelines. We pass current practices through the new
requirements coming from the semantic and contextual mismatches to identify limitations, chal-
lenges, and potential solutions. To further substantiate our critical analysis, we situate literature
on machine learning biases and unfairness [261] in the present pipelines.

5 DATASET CONSTRUCTION FOR THE DETECTION OF OCL

We now analyze the datasets and data engineering pipelines used in OCLdetection systems.
While the process of creating a dataset is long and costly, out of the 194 publications for which
experiments have been conducted, only 33% of them use an already-existing dataset (5 do not
specify the dataset used). Such numbers motivate the need to understand the specificities of data
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Table 3. Dataset Sources Distribution

Data source Count

Twitter 98
Formspring 18
News site 16
YouTube 14
MySpace 14
Forum 13
Wikipedia 12
Facebook, individual or group conversations 11
Instagram 9
Yahoo 8
Other content-sharing social media 7
AskFM 7
Website (non social media, e.g., Tumblr, Whisper) 6

Table 4. Datasets Language

Distribution

Sample language Count

English 157
Indonesian 6
Japanese 6
Dutch 5
Spanish 4
Portuguese 4
German 4
Arabic 3
Hindi 3
English-Hindi 3
French 2
Korean 2
Greek 2
Italian 2
Bengali 1
Russian 1
Turkish 1

pipelines, which do not seem standardized. We critically reflect on the pipelines and their biases.
In light of the recent research on data excellence [69, 196, 286], this surfaces new challenges to
adapt the pipelines to the types of OCL targeted and the various applications in which the systems
might be applied.

5.1 Data Sample Collection

5.1.1 Data Retrieval.

Data sources. Data samples are collected from various sources on the Web (Table 3). Twitter is
used in majority due to its popularity and the easiness to get data, while other social media (Form-
spring, YouTube, MySpace, Wikipedia, and Facebook) are used less [167]. Various sites such as the
news website Gazzetta.it [198] usually specialized in one topic such as sport or politics and discus-
sion forums such as voat, 4chan, or reddit are also investigated. Table 4 shows the distribution of
languages in the publications and highlights a strong unbalance between English (74.4%) and the
other languages present only in 1 to 6 papers.

Yet, recent works exhibit efforts towards the diversification of the objects of study. Datasets are
created for less-studied languages such as Hinglish [61, 139], Bengali [147], and Arabic [62, 123],
revealing new challenges pertaining to the particular language structures (e.g., in Hinglish, the
grammar is not fixed, the written words use Roman script for spoken works in Hindi [139], a list
of challenges for Arabic is proposed in Al-Hassan et al. [5]); and for less-common social media
platforms (e.g., YouTube comments [62, 147]).

Following these works, we consider worth building new datasets to investigate more sources
and languages and increasing the research on cross-sources for more adaptability of the mod-
els [119]. Machine translation models in conjunction with English-based classifiers could also be
investigated, especially for datasets that mix multiple languages.
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Data mining methods. Most datasets are collected by retrieving samples that contain specific
elements, such as abusive words [133], hashtags, and keywords from controversial politics
sites [38] or offensiveness dictionaries [221]. Several papers use snowball sampling [130, 216] or
variations such as first retrieving tweets based on hashtags and then all the other tweets from
their authors [264]. Others are retrieved by crawling entire pages selected for their likeliness to
contain OCL(e.g., anti-Islam pages [270], offensive blog posts [83], public celebrity pages [97]),
or by crawling and randomly sampling social media feeds [182, 248]. Additional filtering based
on keywords or negative vocabulary is sometimes applied to maximize the number of OCL
samples [209]. Similarly to psychology studies, the authors of Reference [228] manually create
cyberbullying scenarios from which students write an entire discussion used as dataset.

Fifteen percent of the classification papers simplify the detection task by distinguishing smaller
tasks of sub-topics that share similar properties. Researchers use datasets for specific OCL sub-
type (e.g., datasets on sexism and racism for hate speech [106, 192, 205, 214, 283, 285, 303], on
hateful speech towards black people, plus-sized individuals, and women [233], or towards refugees
and Muslims [42, 304]), or domains (e.g., news, politics, entertainment, business for insult detec-
tion [255] or disability, race, and sexual orientation for hate speech [47]).

Introduction of biases. Each parameter setup for data collection biases the dataset. The choice of
data source, keyword for retrieving initial sets of samples, and languages for these queries directly
impact the type of users for which the subsequent trained model will show good performance.
Less obvious choices also skew the data distribution; for instance, through the selection of random
samples from a forum history or by selecting only the first posts. In both cases, the topics discussed
might be more or less detailed, or the authors of posts might use more or less strong OCL. Skews are
also introduced by a crawler’s (human or automatic) browser setting, e.g., due to the geographical
region or search habits. Poletto et al. [208] discuss further certain of these biases in their survey.
The period of time when the dataset is collected is also of importance. This concern is highlighted
in computer vision, such as for the Pascal VOC dataset [128], reportedly collected in January, and
composed of an above-average number of Christmas trees, as images in Flickr (the media they used)
were ordered by recency. Machine learning models for OCL detection are especially sensitive to the
events contained in the data [98], as these events shape the type of language and topics the models
can interpret. Ptaszynskia et al. [211] recommend regularly collecting samples to update datasets
with the most recent vocabulary. Sampling per keyword also introduces biases in the datasets [102].
The samples retrieved often contain words considered rude, while more subtle forms of OCL might
not be accounted for. Founta et al. [102] instead propose to collect data by combining random
sampling and tweets retrieved using keywords.

These biases become harmful when they skew the data distribution away from the expected dis-
tribution or enforce discriminatory associations between attributes. According to the bias frame-
work of Suresh et al. [261], representation biases manifest when the training data distributions in-
tegrate few information around underrepresented populations, leading to low model performance.
This definition could be expanded to over-represented populations, for which a model might learn
spurious correlations, and to “population” as either individuals or other kinds of concepts such as
conversation topics.

Various fields (e.g., linguistics) study the different strategies employed to express OCL; for
instance, when expressing hate [18]: othering, stereotyping, conceptual metaphors, implicitness,
constructive and fictive dialogues. Linguistics identifies these strategies for individual topics— e.g.,
“conceptual metaphors in comments related to migrants in Cyprus”; or media studies—e.g., “in the
case of racism, it was found the use of vicarious observation, racist humor, negative racial stereo-
typing, racist online media, and racist online hate groups. The online hate against women tends to
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Fig. 7. Distribution of the number of training data employed in classification tasks.

use shaming. [...] flaming, trolling, hostility, obscenity, high incidence of insults, aggressive lexis,
suspicion, demasculinization, and dehumanization can inflict harm” [51]. This information could
be exploited to verify the diversity and representativeness of the samples collected in a dataset.

Dataset collection parameters are not always aligned with insights from psychology. While
psychology puts forward context as important for classifying OCL, most posts are stripped down
from their metadata and conversational context. Pavlopoulos [199] did not find any interaction
with the title and the previous sentence of a post, yet context can be broader, e.g., the whole
discussion, and merits further investigation. Multiple challenges in reference to this mismatch
are discussed in Section 4.4.

5.1.2 Data Processing.

Data augmentation methods. Figure 7(a) shows the distribution of the number of training data
employed in the classification tasks, with a majority of datasets around 1,000 and 11,000 samples.
As expected, deep learning approaches make use of larger datasets (about 10,000 samples) than
traditional machine learning approaches (about 5,000 samples)—Figure 7(b).

Despite needing large datasets, only 14% of the classification papers mention explicitly data
augmentation techniques, mainly to balance datasets. This is common, as Web platforms contain a
majority of non-OCL text (e.g., abusive tweets only represent 0.1% to 3% of tweets [102]). This ex-
treme unbalance explains why certain papers further retrieve data using OCL seed words, instead
of performing synthetic data augmentation. Out of the 69 papers whose figures are available, 39%
have a balanced dataset.

Data augmentation is performed either by over-sampling or by under-sampling certain classes
or both. Nine papers randomly duplicate the minority class samples and 8 remove samples from the
majority class. Six papers employ the Synthetic Minority Over-sampling Technique (SMOTE)

for over-sampling by creating artificial data samples in the feature space. Two create synthetic data
with two-way sample translation and sliding windows [229] or with random sample generation
with a character encoding and introduction of known OCLwords in these sequences [243].

The different data augmentation methods do not all perform well for each classification task [57].
Thus, we not only recommend to investigate data augmentation further, but we also propose to
create a list of large datasets for each type of OCL so researchers have common benchmark datasets
for evaluation, as suggested for abuse detection by Jurgens et al. [137]. Poletto et al. [208] propose
a review of existing benchmark corpora that supports the identification of missing text corpus.
Existing datasets could be merged together to augment their size. Deep generative models are also
recently investigated to synthesize new data samples automatically, with promising results [293].
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Further investigation of their conditions of applications, and of the choice of hyperparameters,
would be beneficial.

Next to balancing a dataset, Park et al. [193] augment their dataset by substituting female entities
to males ones and vice versa to reduce gender bias. The validity of the synthesized data samples
would merit being further investigated in relation to the specific types of OCL of each use-case,
especially when studying multiple sub-categories of OCL.

Pre-processing data samples. Most papers employ a standard form of data pre-processing for
the English language (stop words removal, tokenization, stemming, lemmatization) [258], with
few variations when the language varies. One paper for the Indonesian language additionally uses
a dictionary to transform informal words into formal ones [133]; another for English removes the
rarest words from the samples [102], and researchers tackling Japanese use methods specific to
this language (e.g., Japanese POS [190]).

Introduction of biases. As a sign of representational biases, Grondahl et al. [119] show that mod-
els performing well on a dataset with the same distribution as the training dataset, perform poorly
on other datasets, but perform equally well when they are retrained on a dataset with this other
distribution. These results suggest that the architecture of the model is not the primary factor for
the resulting performance, but that the datasets themselves all contain their own biases, hindering
generalization to other datasets.

Data augmentation and processing reinforce or introduce representational biases. For instance,
most data instances that are representative of a certain OCL might deal primarily with a certain
topic. Augmenting the dataset for the OCL class would then reinforce the presence of this topic in
association with the OCL label. Also, basic pre-processing activities such as stemming and lemma-
tization can remove useful indications, e.g., gender word endings in gendered languages, skew-
ing the data towards one single type of representation. The curation of misspellings might skew
the representation of populations that frequently use such spelling. Grondahl et al. [119] experi-
mented with natural-looking adversarial perturbations—which could be misspellings—and showed
that models are not robust to those. Besides, misspellings are not all spelling mistakes, but can be
meaningful, and vary the interpretation of a sentence from the “clean sentence.” Curating the data
then prevents a model to learn such new types of interpretations.

In other domains such as computer vision [125, 176, 218], models are made less brittle by aug-
menting the datasets with natural or adversarial perturbations that could arise at deployment time.
We suggest to test similar solutions in the context of OCL. Especially, brittleness to natural pertur-
bations such as voluntary or unintentional misspellings might be partly due to the ways data are
processed: When misspellings are resolved, the models are not trained on such diverse, possibly
adversarial inputs, increasing their brittleness.

5.1.3 Data Splitting. Dataset splitting is not standardized in the OCL detection pipelines.
Arango et al. [14] showed it can lead to overestimation of models’ performance. When it is done
after feature engineering (or after data augmentation and curation), information from the test data
is leaked into the training data, as the feature extraction methods might rely on data distributions,
resulting in obtaining high performance in laboratory settings but low performance in deployment.

This highlights general issues with the management of data in research settings. If the data are
studied along time, then it is important not to sample them randomly but follow this temporal
sequence to observe how generalizable a dataset from one time window is to another time
window. These and more issues are also identified in the general data management literature for
machine learning [239]. The implementation of common benchmark structures respecting these
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data management rules would support the propagation of good practices in the preparation of
datasets for the training and evaluation of models.

5.2 Data Annotation Collection

Here, we discuss how dataset annotations are collected. Annotation refers to the labeling of data
instances (e.g., a sentence or a tweet) that might contain OCL. These annotations are usually
collected by aggregating the inputs of multiple annotators into a single label to ensure its quality.
Ninety-five percent of the 80 papers with available information go through this human annotation
phase. A few papers instead use machine learning [48], inference from data context [233, 264], or
semi-supervised learning [109] to infer labels.

Notably, some works mentioned by Fortuna et al. [101], build lexicons of OCL [94, 288] to train
better classification algorithms. We do not include them here, as they do not correspond to the
annotation of evaluation datasets and do not detail their crowdsourcing setup.

5.2.1 Set-up of the Annotation Process.

Instructions to the annotators. A binary question is typically asked to the annotators (the an-
swer “undecided” is sometimes added), potentially with a rating [45, 56]. However, it is argued
in psychology literature that rating comments on a valence scale is too vague for the annotators,
who prefer binary questions [254, 255]. Closer to psychology that asks annotators to rate several
propositions, Guberman et al. [120] investigate perceived violence of tweets through an adapted
version of the multiple proposition Buss-Perry Aggression Questionnaire (BPAQ). Using six
annotators on Amazon Mechanical Turk and 14 gold questions (12 correct answers required), they
still found 30% disagreement that they partly explain with the non-adaptation of the questionnaire
to tweet violence.

Out of the 74 papers using crowdsourcing, only 32% mention giving a definition of the concept
to annotate to the annotators, such as detailed offensiveness criteria11, 12 and hate speech defini-
tion.13 Gamback et al. [106] through several crowdsourcing tests provide a detailed question to
the annotators.14 Not providing clear definitions is an issue, because the annotators might have
different definitions of OCLin mind, leading to collected data labels that would not be suited to the
goal of the application.

Data annotators. The annotation tasks are conducted on crowdsourcing platforms or programs
created by the authors of the publications. Certain papers show that the type of annotators em-
ployed influences the quality of the annotations. CrowdFlower (now Appen.com), expert and man-
ually recruited annotators are equally used (23.7% each), while students of universities (13.8%) and

11“A tweet is offensive if it (1) uses a sexist or racial slur; (2) attacks a minority; (3) seeks to silence a minority; (4) criticizes
a minority (without a well-founded argument); (5) promotes, but does not directly use, hate speech or violent crime; (6)
criticizes a minority and uses a straw man argument; (7) blatantly misrepresents truth or seeks to distort views on a minority
with unfounded claims; (8) shows support of problematic hashtags. E.g., “#BanIslam,” “#whoriental,” “#whitegenocide”; (9)
negatively stereotypes a minority; (10) defends xenophobia or sexism; (11) contains a screen name that is offensive, as
per the previous criteria, the tweet is ambiguous (at best), and the tweet is on a topic that satisfies any of the above
criteria.” [285].
12“tweets that explicitly or implicitly propagate stereotypes targeting a specific group whether it is the initial expression
or a meta-expression discussing the hate speech itself” [109].
13“the language which explicitly or implicitly threatens or demeans a person or a group based upon a facet of their identity
such as gender, ethnicity, or sexual orientation” [108].
14“Does the comment contain a personal attack or harassment? Targeted at the recipient of the message (i.e., you suck).
Targeted at a third party (i.e., Bob sucks). Being reported or quoted (i.e., Bob said Henri sucks). Another kind of attack or
harassment. This is not an attack or harassment.”
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Amazon Mechanical Turk (15%) are less. The expert category comprehends authors themselves,
researchers of similar fields, specialists in gender studies, and “non-activist feminist” for sexism
annotations, persons with linguistic background, trained raters, educators working with middle-
school children, and people with cyberbullying experience.

Annotation aggregation. Among the 50 papers for which the information is available (out of the
74 papers using crowdsourcing), 49 papers aggregate the annotations from multiple annotators
into binary labels. Seventy-eight percent use majority-voting, 10% filter out samples for which
there is no full agreement between the annotators, 8% create rules that define how to aggregate
according to different scenarios of annotations (e.g., majority-voting and removal of the samples
with the highest disagreement rates and the samples for which the annotators agreed they are
undecided [46]). One paper uses a weighted majority-vote scheme [130]. Only Wulczyn et al. [292]
derive percentage from the annotations.

Annotation quality control. 32.4% of the papers mention techniques to obtain high-quality la-
bels. Within the annotation task, they investigate using precise definitions and clear questions to
remove ambiguities [227]. After the task, annotations are aggregated to resolve disparities between
annotators’ opinions, and low-quality annotations or annotators are filtered, with quality scores
computed over the history of the annotators, the time they take to answer each question, or their
answers to gold questions [129].

Half of the tasks have 3 annotators, 15% make use of 5 annotators and 22% of 2 annotators. Using
an odd number of annotators enables to break ties in annotations with majority voting, while
using 2 annotators is cheap and fast. The rest of the tasks employ 1, 4, 6, or 10 annotators. The
papers using more than 5 annotators per sample are rare, most probably because of the cost. Using
only the cases of full agreement among amateur annotators produces relatively good annotations
compared to expert annotators, and they suggest to use experts only to break the ties of the amateur
annotators [283].

Different metrics are employed to evaluate the annotation quality by measuring the agreement
between annotators (Figure 8). Most papers use Cohen’s Kappa for 2 annotators and Fleiss’ Kappa
for more. 22.9% of the papers mention “inter-annotator agreement” or “kappa” scores without
further precision. Krippendorff’s alpha and the percentage agreement are less adopted, the second
one making a possibly wrong assumption that the majority is correct [170]. In the publications,
we notice a high proportion of low Cohen’s Kappa and Fleiss’ Kappa scores (under 0.6) for tasks
with 3 or 5 annotators, which proves the difficulty to design unambiguous tasks and hint at the
subjectivity of the concepts to rate.

5.2.2 Biases in the Annotation Process. The data annotation process introduces various types
of biases with each of the design choices.

Identification of mismatches. Here, we take the hypothetical scenario of developing a dataset for
aggression language. Certain definitions of aggression highlight the need for looking at the context
of a sentence, at the behavior of its author, and at the person judging this language, to understand
how a sentence would be perceived, e.g., aggression is “neither descriptive nor neutral. It deals
much more with a judgmental attribute” [177]. Psychology identified the variables that influence
this judgment, mostly “cultural background” [44], the role of the judge, i.e., aggressor, target, ob-
server, and so on, “norm deviation, intent, and injury,” but also “the form and extent of injuries
actually occurring” [161]. To obtain a controlled and realistic dataset and reduce ambiguity, these
pieces of information around the annotators of the language would be needed, the annotator’s role
(e.g., victim or observer) should be decided, and the context of the sentence (e.g., harm caused by
a sentence) displayed.

ACM Transactions on Social Computing, Vol. 4, No. 3, Article 11. Publication date: October 2021.



Automatic Identification of Harmful, Aggressive, Abusive, and Offensive Language 11:25

Fig. 8. Distribution of the metrics used to evaluate the annotations.

A similar example is the perceived offensiveness of group-based slurs, which depends on the
perception of the status of the target group [126]. In this case, both the context and observer are of
importance, since the social status of a target group could be uncovered from context knowledge
but can also depend on the perception of the observer.

These issues resonate with the historical biases in machine learning ethics literature [261]. In
the dataset, there is a mismatch between the judgments of the annotators, the judgments of the
actual targets of an OCL, and the judgments from external observers. Consequently, the dataset is
not aligned with what the machine learning model is expected to learn.

Missing context information. Psychology literature showed that for many conflictual languages,
the sample context influences the perception of a sample. Most crowdsourcing tasks, however, do
not specify it, neither in the instructions nor within the sample presented to the annotator [53, 240].
Guberman et al. [120] put forward the insufficient context that leaves many aspects of the text to
interpretation as a reason for disagreement in harassment annotations. Golbeck et al. [116], while
not including any context in their corpus, acknowledge this limitation and develop precise anno-
tation guidelines that aim at removing ambiguities stemming from the absence of context. Ross
et al. [227] provide a definition of the OCL to annotate and find that the task remains ambigu-
ous, suggesting that even for objective tasks, context information might be missing to provide an
objective rating.

The type of context to include and its framing (e.g., a conversation, structured information about
multiple characteristics) remain to be investigated to address ambiguities, while controlling the
cost of the annotations. Pavlopoulos et al. [199] have already shown that annotations with conver-
sational context (post and its parent comment, as well as the discussion title) significantly differ
from annotations without it. Sap et al. [236] have primed annotators with dialect and race informa-
tion explicitly to reduce racial biases in annotations (more samples written in African American
English than in general American English are labeled as offensive). Creating datasets that tackle
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single specific contexts such as “hate speech against immigrants and women” is also a direction
to investigate [28].

Lack of annotator control and information. Psychology highlights that many OCL are subjective.
Linguistics also shows the diversity of interpretation of OCL by different communities or within
a same population [18]. For instance, a study shows that in Malta, participants typically identify
homophobic comments as hate speech, but not necessarily xenophobic ones, and explains it with
the recent acceptance of the LGBTQ community in the Maltese society, while “migrants are still
very much left on the periphery.” Similar studies in other regions of the world would probably lead
to different conclusions, illustrating the importance of the annotator background. Hence, choices
in the crowdsourcing task design that impact the pool of annotators (country of origin of the anno-
tators, language, expertise, educational background, and how they are filtered) integrate implicitly
biases in a dataset.

Psychology indicates characteristics of an individual that impact one’s perception of a sentence
relative to an OCL. Some of these characteristics are also observed in computer science papers,
such as the differences of annotations based on gender [120]. Communication studies also inves-
tigate the characteristics of an individual that impact their willingness to censor hate speech and
identify age (e.g., “older people are less willing to censor hate speech than younger people”), neu-
roticism, commitment to democratic principles, level of authoritarianism, level of religiosity, and
gender [151]. Such factors could possibly also impact one’s attitude toward annotating hate speech.
While the design choices do not map to these characteristics, creating schemes to control, or at
least measure them, is a valuable research direction. Certain crowdsourcing frameworks [27] are
a first step towards this control. Verifying that the same characteristics apply in the online and
offline contexts is also important following previous contradictions, e.g., one computer science
study observed that annotators from both genders usually agree for clear cases of misogyny and
disagree for cases of general hate speech [290], contradicting findings in psychology literature.

Additional properties of the annotators, not investigated in psychology, can bias the datasets.
For instance, annotators from crowdsourcing platforms, who have no training on what hate speech
is, are biased towards the hate label, contrary to expert annotators [283]. Research is hence also
needed in assessing the level of education around OCL that annotators have, in educating them,
and in maintaining them engaged for more annotation tasks.

Simplification of the annotations. The way the annotations are processed creates biases. Aggre-
gating the annotations into single labels does not allow for subjectivity and skews datasets to-
wards certain types of perceptions, generally the majority opinions [22]. This might raise issues of
unfairness—non-inclusion of certain opinions—and reinforce filter bubbles. For instance, Binns et
al. [34] show that a toxicity detection algorithm performs better on annotations from male users
than from female ones and is consequently unfair to women. This reflects aggregation biases [261]:
A single dataset to train a single machine learning model for a whole platform is collected, whereas
different populations need adaptation.

Subjectivity brings new challenges in measuring and obtaining “high-quality” annotations. Mea-
sures of quality are now centered around agreement—the lowest the disagreement, the highest
the quality—and post-processing methods use the majority opinion, yet the majority is only one
perception of a subjective OCL. Instead, methods should filter out annotations that are obviously
incorrect—often due to spams—or erroneous for different individuals, while accounting for the
existence of multiple relevant and disagreeing judgments. For that, works from the human compu-
tation community, such as CrowdTruth [17], which provides metrics for the quality of annotations
and annotators without assuming the existence of a unique ground truth, could be investigated.
More annotators might be needed, and schemes to infer relevant clusters of annotators could be
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Fig. 9. Type of information used by the classifica-

tion methods according to the OCL concepts.
Fig. 10. The textual features per OCL coarse-grained

concept used in the classification papers.

investigated to trade off between quality and cost considerations. Mishra et al. [171] noted that
in digital media, a small amount of users frequently give their opinions, ranking positively highly
offensive posts—a form of bias towards the opinion of these few users. The researchers propose a
semi-supervised method to identify these biased users and correct the ratings.

Leveraging psychology and human computation methods. Research from other fields could be
adapted to improve OCL annotation pipelines, as recommendations from crowdsourcing litera-
ture or psychology are not necessarily followed for now. Only 32% of papers mention methods
to ensure a level of quality (e.g., golden questions, annotator quality score, precise definitions of
the terms) and few papers employ more than five annotators per sample, whereas crowdsourcing
literature encourages that. Taking inspiration from psychology and judgment collection methods
can also be a promising direction. Psychology studies use multiple questions with scales, whose
answers are aggregated to collect the perception of each person (e.g., 10, 6, 3 propositions on [1; 9],
[1; 6], [1; 12] scales [37, 68, 186]). To measure offensiveness, participants rate images visualizing a
scenario along how comfortable, acceptable, offensive, hurtful, and annoying they are on a 7-point
Likert scale [289]. Cunningham et al. [70] show scenarios with four situations to participants, who
select the most offensive one. Example scenario and situation are, respectively, attending a men’s
basketball game and “A Caucasian, female said: ‘Of course we lost. We played like a bunch of girls.”’
While these studies are not specific to OCLs, the general method could be used, and the specific
questions investigated. The challenge of asking such questions while maintaining the cost low
would become important.

6 CLASSIFICATION MODELS FOR THE DETECTION OF OCL

In this section, we discuss the algorithmic methods used for OCLdetection. We focus on the features
extracted from data, on the algorithms, and on the selected evaluation procedures. We aim at
identifying implicit biases integrated into the design choices of the detection pipelines.

6.1 Features for Classification

6.1.1 Types of Features Extracted from the Data. Features employed in the classification models
use four main types of information, detailed below and summarized in Figure 9.15

15Interested readers can refer to Schmidt et al. [240] and Fortuna et al. [101] for an extensive explanation of the properties
of each feature.
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Textual features. Advantages and disadvantages of the features are explained in Reference [101],
we briefly mention their variants in Appendix A.5. Textual information is represented differently,
depending on the classification methods. Word n-grams, bag of words (BoW), and embeddings
are employed in majority, because they are adapted inputs to machine learning classifiers. Word
n-grams represent more information (order of the words) than BoW, which improves the classi-
fication performance, while word embeddings are recently developed for deep learning. Certain
features are rarely investigated (common-sense matrix [88], tf-icf (Inverse Category Frequency)

[156], pointwise mutual information score [181]), and merit more research in the future. The
distributions of the textual features used across OCLcoarse-grained concepts (Figure 10) are
mostly similar, which indicates a potential lack of adaptation of the individual features to each
task at hand.

Information about the users (emitter and reader). This is the second most used information for
classification. It includes the user popularity in the social media based on the number of followers
and friends, the user activity based on the number of posted and liked tweets [73, 102, 308], her
gender [283], age [73] and location [124, 285], the subscribed lists and the age of the account [102],
and information extracted from the conversation history such as the frequently used terms [283],
the tendency to use OCL [205] or the Second Order Attributes representation of the link between
documents and users [13]. These characteristics might be studied for a user across social media
platforms [72].

Information about the network of the users. Often it consists in measuring how much a user
reciprocates the follower connections she receives, “the power difference between a user and his
mentions, the user’s position in his network (hub, authority, eigenvector, and closeness centrality),
as well as a user’s tendency to cluster with others” [102], but also graph metrics computed over
the combined social networks of the sender and receiver [132, 256].

Conversation context. This is the conversation [29] or the set of questions and answers [183, 226]
surrounding the data samples, the images found with the textual samples in the social media [130]
and their captions [131], information about the parent-child relationships of the samples in the
conversation [159], or information about the samples themselves such as the popularity of a post
among its social media [131, 263] or its publication time [131].

6.1.2 Feature Selection. Certain papers start with a large amount of input features and then
decrease the dimensionality to improve the classification performance.

For this, 12% of papers use feature selection methods: Chi-square [38] (5), Singular Value De-
composition [88] (5), information gain [191] (3) or mutual information [241] (2) based selection,
Fisher score [306], recursive elimination with logistic regression (training a classifier with all
the features but one, and eliminating the one leading to the worst performance) [241] or simply
evaluating a classifier on different subsets of features and selecting the one with the best perfor-
mance [122], backward selection (removing variables with high correlation) [131], test statistic
(Student t-test) [241], PCA [64], Latent Semantic Analysis [130].

Feature weighting is used with SVM scores [210], logistic regression weights [241], or by com-
puting a score that represents the easiness to falsify the outputs of the classifier with one feature
and selecting features based on this score [110].

Yoshida et al. [299] compute an entropy score indicative of whether a word corresponds to a
sentiment and define a set of rules to select the words to keep, and Lee et al. [156] compute the
less common words in a set of documents.

ACM Transactions on Social Computing, Vol. 4, No. 3, Article 11. Publication date: October 2021.



Automatic Identification of Harmful, Aggressive, Abusive, and Offensive Language 11:29

6.1.3 Introduction of Biases.

Measurement bias. The choice of features automatically biases the model towards using certain
types of information and biases its outputs towards specific types of errors. This is a measurement
bias [261], where the choice of features might leave out factors that are relevant for inference. In
the following, we identify various measurement biases.

Mismatch with psychology. We identify measurement biases in the way features are engineered.
The inputs to the classification methods are mostly textual information. Although psychology
shows that the context surrounding text also impacts OCL perception, only 23% of papers use
additional information (Figure 9). Non-textual features are mostly used for the classification of
aggression language, possibly because it is characterized by the behavior of users, however, the
other types of languages are also impacted by context. The way the feature dimensionality is
reduced also impacts the type of information used by a model.

The information used often does not correspond to the variables identified by psychology,
which might explain performance issues [132, 199, 304]. Measurement biases also reflect the non-
consideration of subjectivity. Adding to the common features other features describing users would
allow to personalize inferences, which would render the models more inclusive of various opin-
ions. One main challenge here would be to define precisely which information should be extracted
from the datasets into features, and how to represent it effectively.

Lack of OCL-dependent features. Several experimental studies show the difficulty for machine
learning models to distinguish between different OCL [164, 279] (e.g., difficulty to differentiate be-
tween hate speech and profanity [164]). Also, our systematic survey shows a lack of adaptation
of the features to each specific OCL. While feature engineering might not seem entirely relevant
with deep learning, we suggest to study the introduction of hand-crafted features to differentiate
between these OCL, inspired from the psychology literature and our categories in Table 8. For
example, someone interested in offensive language could explicitly integrate the identification of
the targeted individual or community in a language sample, instead of letting the machine learn-
ing model eventually discover these characteristics. This comes hand-in-hand with creating more
adapted datasets where the different types of OCL have to be well-represented and the necessary
information present.

Recent works show promising results in this direction. Training word embeddings on a specific
hate corpus and appending manually crafted features specific to the target class achieves higher
accuracy performance than pre-trained embeddings or more traditional features (e.g., n-grams), for
the classification of various intensities of Islamophobic hate speech [279]. Zhang and Luo [303]
extract more informative features than classic ones like n-grams by using deep learning structures
that learn relations between words.

Low classification performance also comes from the lack of adaptation of the features to the
specific ways people use OCLin different social media, such as making spelling “mistakes,” mix-
ing languages in informal language [133, 150], using language that follows evolving trends over
time [150, 182], using implicit OCL [155]. We recommend to specifically investigate how to in-
tegrate these characteristics into future models. For instance, Alorainy et al. [9] extract features
specifically to identify othering language, Bansal et al. [26] and recent publications in ACL work-
shops [19] focus on humor and sarcasm.

Discriminatory features. Recent concerns have been voiced around the discriminatory charac-
ter of certain features, especially those ones coming from word embeddings. Caliskan et al. [49]
adapted a psychology test (Implicit Association Test) to measure biases in word embeddings and
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Fig. 11. Quantitative analysis of the classification methods.

showed that these embeddings reproduce historical human biases. Garg et al. [111] showed that
training embeddings on text corpora from different time periods incorporates in these embeddings
the job-related biases from the various periods.

Methods exist to debias such embeddings [40, 43, 305]. Although not focused on OCL, they could
be investigated, as some of them rely on training word embeddings to extract adapted features. One
might search for the biases introduced when word embeddings are trained on OCL corpora, instead
of general natural language processing corpora.

6.2 Methods for Classification

6.2.1 Overview of the Classifiers. We note three main trends in the classification methods: rule-
based models, machine learning models—that we define as simple classifiers—and deep learning
models. 4.7% of the papers combine several models with ensemble and boosting methods. Although
computer science papers report performance measures, it is difficult to tell which are the “best”
methods, as the measures are not obtained from the same datasets.

The use of machine learning methods has increased over years since 2012 (Figure 11(a)), follow-
ing the general increase of OCL research. Research on deep learning for OCL started in 2016 with
the general increase in deep learning research, and its amount increased quickly, almost catching
up with machine learning research. Research on rule-based methods has been constant over years
and rarely adopted.

Among these three categories, various methods are used. A majority of machine learning papers
use Support Vector Machines (SVM), tree-based classifiers (decision trees and random forests),
Naive Bayes classifiers (NB), Multi-Layer Perceptron (MLP), and Logistic Regression (LR).
Deep learning papers mainly investigate Convolutional Neural Networks (CNN), Recurrent

Neural Networks (RNN), and their combinations. These methods are further explained with their
variants in Appendix A.6. Figure 11(b) shows that regular deep learning, SVM, tree-based, and
rule-based classifiers concern every type of OCL, while research on naive Bayes classifiers, com-
position of classifiers, and optimization of application-tuned objective functions has been sparsely
conducted especially for harmful and abusive languages.

6.2.2 Training Process. Most publications follow the same pipeline: dataset collection and
model creation. However, 5% of the papers diverge. During the training process, they perform
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active learning [171] or semi-supervised learning where part of the training data samples do not
have labels but these samples are still used (often by label inference) [171, 217, 299]. They perform
feature selection and classifier learning simultaneously [310]. Certain papers employ transfer learn-
ing by incorporating a learned word probability distribution in the target domain to the classifier
for training efficiency [4, 190, 243] or to reduce gender biases [193].

Besides, a few papers compare the performance of models trained on the whole dataset or trained
by cutting the dataset into domains and by learning a multi-class classifier (one class per domain)
(e.g., cyberbullying related to race, sexuality, and intelligence [88, 89]). Other papers detect the
sub-types of the concept instead of simply detecting the coarse-grain concept (e.g., detecting cyber-
bullying by classifying curse, defamation, defense, encouragement, insult, threat, and sexual talk
[273], detecting misogyny by classifying discredit, sexual harassment, threats of violence, stereo-
type and objectification, dominance, derailing [12]).

6.2.3 Introduction of Biases. The choice of classification algorithm and its hyperparameters
participates in the introduction of various biases in the outputs of classification models.

Aggregation bias. Such bias is defined by the development and application of a single machine
learning model on various distinct populations [261]. This practice is problematic for subjective
OCL. A solution could be to learn distinct models on sets of annotations from different popula-
tions, possibly also taking into account the context of application and learning distinct models for
different platforms for instance. Sharing some information across models while fine-tuning them
for specific context remains to be investigated in order not to require too large amount of data and
too large computational resources.

Mitigating discriminatory biases. A large body of literature on machine learning for structured
data highlights unfairness issues for decision-making systems, propose metrics [276], mitigation
methods [104], and toolkits [30] to explore the causes of unfairness and to support industry prac-
titioners in integrating these formalizations of fairness into their practices. Recent works have in-
troduced different methods to debias the outputs of NLP models, e.g., by transforming the features
employed, by modifying the optimization objective employed to train a classifier (e.g., adversar-
ial training of deep learning models with a regularization term corresponding to the protected
attributes at hand [294]), or possibly by transforming the outputs of the classifier [260]. A more
extensive account of such works is given in Reference [260]. In certain cases, the training process
is also modified to involve a bias expert [61]. Few recent works propose sample weighing methods
to account for dataset biases, respectively, in toxicity or hate speech detection tasks [175, 301],
and integrate knowledge bases to correct datasets from biases by substituting words indicator of
identity by more general entities [21].

Most works are not specific to OCL and need adaptation. For example, some works do not easily
translate to classification tasks of more than two classes, but this becomes necessary for OCL.
Tradeoffs between discriminatory biases and performance measures [193] nudge for works at the
intersection of natural language processing and human-computer interaction to understand how
to set acceptable thresholds for the metrics. Toolkits could also be developed. Besides these more
usual notions of unfairness, a new type of unfairness with regard to the social network centrality
of a potential victim of cyberbullying is also exposed in Singh et al. [249] and would merit further
investigation.

Debugging biases and other errors. Investigating how to apply interpretability methods to OCL
classification tasks could enable to understand specific causes of the low performance or unfairness
of the classifiers for specific samples. Little effort has investigated such direction until now: Risch
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et al. [223] with usual interpretability methods and Cheng et al. [59] with the causality angle for
performance, and Kennedy et al. [140] for biases.

Human-in-the-loop methods could be developed to identify the shortcomings of trained models
by asking humans to generate samples that lead the model to a wrong prediction. This could
serve to identify more social biases or simply to make the model more robust to tricky samples. In
this direction, Dinan et al. [90] asked crowdworkers to generate sentences that would break their
offensiveness detector and noted that crowdworkers identify samples of a nature, which is rare in
the original dataset, with less obvious profanity but more figurative language and language that
requires background knowledge to be interpreted.

6.3 Performance Evaluation

6.3.1 Evaluation Dataset.

Data samples. To evaluate the models, the dataset is divided into training and test set, and per-
formance metrics are computed on the test set. Some works now also evaluate their models on
other datasets that have different distributions, to understand how generalizable the models are.
This emulates the production setup, where new data samples are continuously inputted, for which
the distribution might differ from the training one when new users and new context are added.
Few works [182] evaluate the classification performance along time.

Ground truth. While most papers consider binary labels as ground truth, some aggregate the
crowdsourced labels into continuous scores to investigate whether a model learned the distribu-
tion of judgments or the majority labels. A distinction between the data samples whose labels
received full consensus and the data samples of lower consensus is also sometimes made [155] for
explanation’s sake, i.e., better understanding where errors come from.

6.3.2 Evaluation Metric. A small number of metrics is used: F1 score (macro, micro, or average)
(23.8%), recall (22.9%), precision (20.5%), ROC-AUC (7.9%), accuracy score (14.3%), true negative,
false negative, and false positive rates (4%). Accuracy is discouraged, because its measure is im-
pacted by unbalanced datasets. Accuracy, precision, and recall are calculated on average for all the
classes or for the different classes separately.

Few papers use the Cohen’s Kappa score [89, 233], the Kappa statistic [53, 88, 231], the Spearman
correlation [197, 292], the precision-recall curve with the precision-recall breakeven point [110,
160, 255], and the Hamming loss [229] as an evaluation metric. Others use error calculation-based
metrics such as the mean squared error [53, 81, 171, 180], the root mean square forecasting error,
and the mean absolute percent error [210]. Park et al. [193] use the False Positive and False Negative
Equality Differences to quantify gender biases.

Some publications assess the time taken to train the models or the time to detect the OCL [165,
215, 224, 300]. Some papers further study the performance of the models by investigating in more
detail the types of sentences usually missclassified.

6.3.3 Accountability and Transparency. There is generally no common dataset and evaluation
metric to compare models. Benchmark datasets would ideally include context information and
information about the annotators and state clearly the scope of the dataset. Using the same metrics
across publications that target the same goal would be helpful. The advantages of the less-frequent
metrics should be investigated.

Reporting the pipeline used to build the datasets would allow to better understand their limita-
tions and biases. As suggested by literature on transparency, datasheets [112] could support the
controlled use of the datasets, both in research and industry. This relates to deployment bias [261],
when a model is used for an application it was not built for.
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Table 5. Summary of Biases Introduced in the Online Conflictual Language Detection Systems through

the Design of the Data Collection Pipelines and of the Classification Models

D
a

ta
C

o
ll

ec
ti

o
n Sample retrieval Source & time→ contextual bias; Keyword and rank biases; Topic & language bi-

ases; Representation bias; Collection of context information

Dataset processing Data augmentation bias; Pre-processing biases

Dataset splitting Information leakage→ Evaluation bias

Sample annotation Annotator OCL knowledge; Annotator background; Annotation instruction; Pre-
sentation of context; Annotation aggregation

M
o
d

el

Feature engineering Measurement bias (context, psychology); Discriminatory features

Classification algorithms Aggregation bias; Discrimination bias

Performance evaluation Evaluation bias; Data representativeness; Metric relevance

6.3.4 Refinement of the Metrics. Most frequent metrics reflect the accuracy of a model, which
is not necessarily aligned with what end-users deem important. For subjective OCL, evaluations
could be personalized to the different perceptions of users, depending on their background [188].
To measure user satisfaction, metrics inspired from the machine learning fairness literature [276]
could be adopted, e.g., measuring the accuracy of the model inferences for groups of users and
computing their ratio. These issues are termed evaluation bias [261], where the metrics employed
or the scope of the evaluation dataset do not correspond to the type of samples or the goals for
which a model would be used in practice.

Unfairness issues in datasets and classification outputs also need systematic investigation, for
instance, using existing fairness metrics. Yet, it is important to accurately interpret these metrics,
as they might simplify too much the actual discrimination issues, and optimizing for them might
not lead to fair results in practice [189, 242].

Critical studies [33, 269] have been published recently in computer vision, evaluating bench-
mark datasets and issues with performance metrics (e.g., top-1 accuracy might underestimate the
performance of a model, while multiple labels could be relevant for a same image), showing how
they lead to correct or wrong conclusions. Inspiration could also be taken to develop better mental
models of the functioning of the OCL detection systems.

7 SUMMARY AND BROADER CHALLENGES AROUND OCL RESEARCH

Throughout the survey, we have identified biases integrated into computer systems through their
development pipelines and the ways used to tackle those biases. Here, we summarize these biases
and reflect at a higher level on the causes of these errors and the issues they reinforce. We identify
additional challenges both of technical and structural nature.

7.1 Biases

In Table 5, we summarize the technical biases identified along the survey. These biases often arise
from under-defined online conflictual languages in terms of semantic properties and contextual
properties or from technical difficulties in accounting for these properties. While the biases arise
from different parts of the data and model pipelines, their harmful impact generally stems from
the outputs of the machine learning models applied to real use-cases.

7.2 Technical Challenges

7.2.1 Issues Stemming from the Technical Biases. The biases identified resonate with multiple
domains of machine learning research, especially unfairness, robustness to natural perturbations

ACM Transactions on Social Computing, Vol. 4, No. 3, Article 11. Publication date: October 2021.



11:34 A. Balayn et al.

and to adversarial attacks, and model failures that come from the distribution mismatch between
the training data and the data in deployment. Most issues are ultimately questions of ill-defined
requirements. Developing methods to better identify the requirements of the systems prior to their
development, and to test for such requirements, would allow to foresee such issues and possibly
correct for them [23]. A recent study (not from the OCL domain) refers to adjacent problems as
underspecification of machine learning models [76], i.e., models trained on the same dataset with
the same architecture but various seemingly “unimportant” hyperparameters (e.g., initialization
seed) provide similar performance on a test set, but diverging performance on the deployment data.

As for natural perturbations, it remains to be defined what the nature of such perturbations is in
the context of OCL. In computer vision, natural perturbations are generated artificially on images
with prior knowledge of usual transformations of the data samples, and a model is trained and
evaluated with the worst-case perturbation or the average perturbation [125]. The equivalent in
natural language could be spelling mistakes or intentional misspellings, variations of languages
within a sentence, grammatical mistakes, and so on.

As for model failures, identification methods exist especially in computer vision and rely on
a human-in-the-loop approach to make sense of data samples and cluster them into meaningful
groups [25]. Similarly, designing tasks that crowd workers could perform in large scale for OCL
needs attention, especially if their subjectivity is taken into account while attributing labels. Be-
sides, a redefinition of model error formalization might be needed to adhere to this subjectivity. For
computer vision and tabular data, bias mitigation methods are developed, often transforming the
latent representations learned by the models [117] once the biases are identified. These methods
could be similarly applied to OCL detection.

7.2.2 Other Issues. Similarly to other machine learning-heavy fields, OCL detection might be
concerned with issues of privacy, explainability, and accountability. Studying them for OCL might
present new challenges. For instance, concerning explainability, an author might want to know
why their text was flagged (local explanation), while a platform user would want to know about
the general types of content flagged for them (global explanation). An unintentional author of
OCL might need indications to express their ideas in a non-problematic way (to the extent this is),
which could be inspired from works on recourse in machine learning. Few works answer these
challenges in natural language processing.

As for privacy, issues could arise from the need for large datasets or from the use of machine
learning models. The sources of the datasets and the way they are stored might raise privacy
issues if, for instance, posts are collected from social media users—even though these posts are
made public [41]. The annotation activities might also create privacy issues in cases where the
data samples contain private information that the data annotator would be exposed to. A model
trained on a dataset containing posts from specific individuals might also be “attacked” to identify
which individuals were contained in the training set [275].

7.3 Adjacent Challenges in the Field

7.3.1 Adjacent Research. In this survey, we focused on OCLs. However, other types of Web
content, such as images and memes, require automatic moderation, as they can also be harmful.
Only few works have addressed this problem [107, 230].

Counterspeech is a way to answer to OCL in an attempt to diminish it, while not reducing
freedom of speech [63, 168, 212, 267]. While our survey does not target counterspeech, this is a new
trend that merits further investigation. Especially, investigating the psychology of counterspeech
to identify the type of language that is the most effective, depending on latent context variables,
is a promising research direction.
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7.3.2 Handling OCL. OCL content can be handled in various ways, with various pros and cons.
Besides filtering out the content—which might infringe freedom of expression—or countering it,
another recent avenue is to provide a warning to the recipient of OCL [271]. This could prevent
harm of waiting for verification and removal, while not infringing freedom of expression. Gorwal
et al. [118] list additional political issues with content removal, such as the opacity of the procedure,
that could be handled by making transparent each decision.

7.3.3 Reproducibility. A lot of papers do not report important figures and methodological in-
formation, although these are needed to understand the validity and domain of application of the
dataset and to reproduce the results. Inspired from Timnit et al. [112] and Mitchell et al. [172], it
could benefit the community to develop a set of specifications on the datasets and machine learning
models that should be reported in each research paper.

7.4 Structural Challenges

Many of the technical, contextual, and semantic challenges identified all along the survey find their
underlying causes in the ways research and development on OCL have been structured. While
structural issues are not changed easily, it is worth enumerating some of them.

Disconnection between machine learning and social science research. While setting up interdisci-
plinary collaborations is difficult, the survey showed research opportunities for each discipline.
For instance, while computer science would benefit introducing contextual information from psy-
chology works in datasets and models, psychology research has not yet studied all variations of
OCL , and computer science tools could facilitate this work [244].

Disconnection between research and real-world scenarios. Datasets often remain large-grain on
the context of OCL and on the annotations. However, delving into specific OCL, possibly engaging
with the communities involved, especially with the authors of OCL and their targets, would allow
to better understand the requirements that a system should verify. Participatory design, recently
raising in machine learning works [146], while not being the entire solution [250], would benefit
the area of OCLand the comprehension of human-aligned requirements. Yet, an obstacle might
generally be the stronger interest for algorithmic works than for dataset works in computer science
conferences.

Finally, computer science research can benefit from the tradition of social science work that usu-
ally begins with the definition of the concepts studied. For instance, psychology researchers who
identify the individual and group targets of hate speech point out categories of people with similar
socio-demographic attributes (race, religion, disability, sexual orientation, ethnicity, class, gender,
behavioral and physical aspects [248], as well as moral [184] and mental status [126]). Clarification
as such can help scope the work and avoid conceptual confusions even with disagreement on the
definition. Similarly, computer science works on biases and unfairness can benefit from a clear
statement about the biases and harms they study. Blodgett et al. [36] provide an extensive review
of the study of biases in natural language processing publications and provide recommendations
on that end.

8 CONCLUSION

In this work, we used online conflictual languages (OCL) to refer to the multitude of hate-related lan-
guages, and we explained the ones targeted in the survey. We gave an overview of these concepts
from a psychology and a computer science point of view. We proposed a unified set of definitions
of the OCL and of properties that characterize OCL, and we organized them into a taxonomy to
distinguish them. This is a first attempt to reconcile the literature, but it is not meant to be the final
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way to characterize the different OCL, as further investigation in social science literature might
increase precision and formality.

We then proceeded to a systematic survey of the classification methods and dataset collection
methods used in computer science. We identified the main trends in the design of these methods
and reflected on the main biases that are incorporated into the detection systems by drawing on
the new insights from psychology literature and the consideration around the online context. We
highlighted numerous implicit biases related to the semantic and contextual nature of many OCL,
but also simply to the importance of a language’s content in its interpretation. The identification
of these biases led us to discuss various socio-technical research opportunities for the future and to
consider and question the structures that developed these biases within computer science research.
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A APPENDIX

A.1 Clarification of OCL Definitions

See Table 6.

Table 6. Definitions of the OCL concepts taken from regular (https://dictionary.cambridge.org/),
Psychology (https://dictionary.apa.org/) (in italic) and other Social Sciences (http://bitbucket.icaap.org/)

(with SoSc) dictionaries

Language Definition

Offensive (1) Causing someone to be upset or to have hurt feelings. (2) Offensive can be used more
generally to mean unpleasant.

Hateful (1) Filled with or causing strong dislike. (2) Very unpleasant.

Hate speech Public speech that expresses hate or encourages violence towards a person or group based
on something such as race, religion, sex, or sexual orientation.

Hate An extremely strong dislike. A hostile emotion combining intense feelings of detestation,
anger, and often a desire to do harm. Also called hatred.

Aggression Spoken or physical behaviour that is threatening or involves harm to someone or some-
thing. Behavior aimed at harming others physically or psychologically.

Cyberbullying The activity of using the internet to harm or frighten another person, especially by sending
them unpleasant messages. Cyberbullying is verbally threatening or harassing behavior
conducted through such electronic technology as cell phones, e-mail, and text messaging.

Flaming The act of sending an angry or insulting email.

Harassment (1) Behaviour that annoys or upsets someone. (2) Illegal behaviour towards a person that
causes mental or emotional suffering, which includes repeated unwanted contacts without
a reasonable purpose, insults, threats, touching, or offensive language.

Denigration Saying that someone or something is not good or important.

Impersonation (1) The act of intentionally copying another person’s characteristics, such as their behav-
ior, speech, appearance, or expressions, especially to make people laugh. (2) The act of
attempting to deceive someone by pretending that you are another person. (1) The delib-
erate assumption of another person’s identity, usually as a means of gaining status or other
advantage. (2) The imitation of another person’s behavior or mannerisms, which is sometimes
done for its corrective or therapeutic effect on one’s own behavior (e.g., to gain insight).

Trickery The activity of using tricks to deceive or cheat people.

Exclusion Intentionally not including something.

Flooding A technique in behavior therapy in which the individual is exposed directly to a maximum-
intensity anxiety-producing situation or stimulus, either described or real, without any at-
tempt made to lessen or avoid anxiety or fear during the exposure.

Trolling The act of leaving an insulting message on the internet in order to annoy someone.

Abusive (1) Using rude and offensive words. (2) Treating someone badly or cruelly. Interactions in
which one person behaves in a cruel, violent, demeaning, or invasive manner toward another
person. The term most commonly implies physical mistreatment but also encompasses sexual
and psychological (emotional) mistreatment.

Discrimination Treating a person or particular group of people differently, especially in a worse way from
the way in which you treat other people, because of their skin colour, sexuality, and so on.
Differential treatment of the members of different ethnic, religious, or other groups. Discrim-
ination is usually the behavioral manifestation of prejudice and therefore involves negative,
hostile, and injurious treatment of the members of rejected groups. So Sc: The unequal treat-
ment of individuals on the basis of their personal characteristics, which may include age, sex,
sexual orientation, ethnic or physical identity. Discrimination usually refers to negative treat-
ment, but discrimination in favour of particular groups can also occur.

Profanity 1) (An example of) showing no respect for a god or a religion, especially through language.
2) An offensive or obscene word or phrase.

Harmful Hurting someone or damaging something.

Cyberaggression, outing, cyberstalking, and toxic speech were not associated with relevant definitions in the three
dictionaries.
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A.2 Reconciled Definitions

See Table 7.

Table 7. Selected Definitions of OCLs

Language Definition

Offensive Communication which attacks persons on some of their characteristics, most often
with rude language. (combination of References [58, 209, 220, 285, 296])

Hateful speech Speech which contains an expression of hatred on the part of the speaker/author,
against a person or people, based on their group identity. [233]

Hate speech Language used to express hatred towards a targeted group or is intended to be deroga-
tory, to humiliate, or to insult the members of the group. (from Reference [145], similar
to References [7, 79, 102, 173, 174, 209, 248, 282, 304])

Aggression Intention to harm. [81, 148, 209]

Cyberaggression Online aggressive behavior with intention to harm. [53, 102, 130, 216]

Cyberbullying Willful and repeated harm inflicted to an individual through the medium of electronic
text. [6, 71, 72, 77, 85, 178, 179, 185, 233, 256, 258]

Flaming Online fights using electronic messages with angry and vulgar language. [247]

Harassment Repeatedly sending nasty, mean, and insulting messages to intentionally annoy others.
[298]

Denigration Dissing someone online. Sending or posting gossip or rumors about a person to dam-
age his or her reputation or friendships. [247]

Impersonation Pretending to be someone else and sending or posting material to get that person in
trouble or danger or to damage that person’s reputation or friendships. [247]

Outing Sharing someone’s secrets or embarrassing information or images online. [247]

Trickery Talking someone into revealing secrets or embarrassing information or images online.
[247]

Exclusion Intentionally and cruelly excluding someone from an online group. [247]

Cyberstalking Repeated, intense harassment and denigration that includes threats or creates signifi-
cant fear. [247]

Flooding Repeatedly entering the same comment, nonsense comments, or holding down the
enter key for the purpose of not allowing the victim to contribute to the conversation.
[29]

Trolling (baiting) Intentionally posting comments that disagree with other posts in the thread for the pur-
pose of provoking a fight, even if the comments don’t necessarily reflect the poster’s
actual opinion. [29]

Abusive Any strongly impolite, rude or hurtful language using profanity, that can show a de-
basement of someone or something, or show intense emotion. (Reference [103], close
to References [1, 133, 155])

Toxic Rude, disrespectful, aggressive comment likely to make somebody leave a discussion.
[292]

Hate Expression of hostility without any stated explanation for it. [101]

Discrimination Process through which a difference is identified and then used as the basis of unfair
treatment. [101]

Profanity Offensive or obscene word or phrase. [101]

Harmful Text which has a negative effect on somebody. (proposed based on dictionaries)

A.3 Detailed Overview of OCLs Individual Characteristics

See Table 8.
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A.4 Adjacency Matrix Illustrating the Confusions of the Different OCL According to

our Reconciliation

Fig. 12. Adjacency matrix of the different OCLs terms in the computer science (CS) literature. Computer

science papers are counted based on the initial definition of the OCLs term they use—vertically—and on the

new term associated to their definition through our taxonomy—horizontally. The colors visualize the distri-

bution of papers that would be classified as a certain concept with our definitions and that were classified

with a (same or different) concept in computer science papers (i.e., integrating the values in a row adds up

to 1, the entire distribution). The darker the color is, the higher the percentage of papers that fit one concept

and are denoted by one concept is. We see that out of the 219 papers we reviewed, hate speech is used in 50

(23%) of them; yet only 22 (44%) of these 50 papers actually address the problem of hate speech.

A.5 Summary of Common Features

Here, we list the features that are often employed for OCL detection.

• N-gram features: Word and character n-grams are mostly used to encode the samples, but
other n-grams can also be used such as skip-gram, lemma n-grams and lemma sentiment
polarity n-grams, dependency type n-grams, and repetitions of n-grams [82].
• BoW: BoW are encoded with binary elements, with the tf-idf score or the frequency of the

words in a group of text data. They are sometimes extended for example by using word
embeddings to find words close to the initial set of words in the embedding space and add
them to the BoW model (embedding enhanced BoW [307]).
• Embeddings: They are mostly used for Deep Learning and are usually learned while train-

ing the neural networks or pre-trained. These are mainly Word2vec, GloVe, FastText [272]
with sub-words embeddings and continuous BoW (CBOW) for word and character
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levels, paragraph2vec for paragraph-level [92]. Certain publications investigate different ini-
tializations of the word embeddings to train, such as random initialization, GloVe or Sen-
timent Specific Word Embedding [4]. Zhang et al. [302] use a phonetic representation of
words to avoid misspellings and learn their embedding during the training process. Machine
learning models also encode sentences with word embeddings averaged over the whole sen-
tence [55, 182]. Hasanuzzaman et al. [124] investigate the combination of word embedding
with demographic information. More recently, new types of embeddings which incorporate
context within the embeddings of the words, specifically ELMo [203]- and BERT [84]-based
embeddings, have proven to allow for the best performance in various OCL-related chal-
lenges such as the task 5 at SemEval-2019 [39] on hate speech detection, the TRAC shared
task on aggression identification and gendered aggression identification [147] at LREC 2020,
and the task 12 at SemEval-2020 [75] on offensive language detection.
• Lexical features: They reflect the vocabulary of the samples. Words representative of OCL in

the samples are identified and possibly counted, often by matching each word to a dictionary
of words such as negative and hate [38], offensive [81], blacklisted [155], or swear words with
Linguistic Inquiry and Word Count (LIWC) [99].
• Linguistic features: They reflect the construction of the sentences and words. These can

be the count of specific punctuation marks such as question [38] and exclamation marks,
the number of uncommon capital letters [99], the data sample length [81] or the length of
the longest word, the average and median word lengths, the number of long words [12], or
characteristics potentially indicative of OCL , such as the number of abbreviations and of
words using special characters [155], the number of smileys [132], the number of hashtags,
Flesch-Kincaid Grade Level and Flesch Reading Ease scores to measure the readability of a
document [122], word similarity with a training set [246].
• Sentiment analysis: Various methods are used to identify the sentiment of words or sentences

(possibly by averaging the sentiment of each word [274]) and to compute a sentiment score
or a binary value, such as matching words to a sentiment dictionary [81] or using sentiment
analysis tools. Certain papers also encode emotions [99] as valence, dominance, and arousal
scores [310] or the tone of the samples [2].
• Part-of-speech (POS), typed dependencies: POS tagging or n-gram [12] and typed depen-

dencies [46, 99], often based on the Stanford Dependency Parser, are used to encode gram-
matical relations between words, as it is assumed they characterize OCL.
• Pronoun variations: The use of pronouns is related to the use of OCL that often target peo-

ple. Certain papers identify or count the number of occurrences of the second pronoun [81],
while others take into account all the pronouns or only the ones associated with a nega-
tive noun or a noun from a specific dictionary [185] or profanity windows (association of a
pronoun and a profane word) [74].
• Topic model: Topics are retrieved by topic extraction, mostly Latent Dirichlet Allocation

(LDA) [91, 308] and Latent Semantic Analysis (LSA) [307], but also using text summa-
rization with a centroid-based method [160].
• Subjectivity analysis: a few papers investigate whether the data samples are subjective, be-

cause they assume that subjectivity is a sign for OCL [273].

A.6 Summary of Common Classification Algorithms

Rule-based classification. The design of rules is often done in two steps. Dictionaries express-
ing OCL are prepared [11, 224, 296] (e.g., subjectivity lexicon, hate lexicon, and list of hate-
representative grammatical relations [83], lists of profane words augmented with genomics-
inspired techniques [225]). Then, lists of rules are defined to attribute a score to samples based
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on their use of the dictionary vocabulary, often using pattern or word matching. The patterns to
match with the samples are defined manually or automatically [42, 248]. The score enables the final
classification of the samples. For example, Yadav et al. [297] use the AHO-Corasick String Pattern
Matching algorithm to find the words in the sentences contained in a dictionary of offensive words,
while Bayzick et al. [29] check for the existence of words from a cyberbullying dictionary and the
presence of a second person pronoun.

Machine learning. The most used algorithm is Support Vector Machine (SVM) with several
variants. Most papers use non-linear kernels when dealing with complex tasks, possibly with cost-
sensitive SVM to circumvent dataset imbalance [99, 160, 255, 273, 302]. Experiments on the design
of the classifiers obtained diverging results that merit being investigated. E.g., Warner et al. [282]
suggest to use distinct SVM for different categories of hate speech which use stereotypes of dis-
tinct lexical fields, since it should be an easier learning task. This was tested by Dinakar et al. [89],
which shows that SVM trained on topic-specific datasets achieves higher performance than SVM
trained on the whole dataset for detecting three cyberbullying topics (sexuality, race and culture,
and intelligence). However, Sood et al. [255] found out that classifying insults in a general domain
or training separate SVM for different categories of comments (politics, news, entertainment, busi-
ness, world) might not change performance. The results might depend on the categories, certain
employing more specific language than others.

The Naive Bayes (NB) classifier is used in its original version or variants such as Bernoulli
or multinomial NB [97], Complement or Multinomial Updatable NB, or Decision Table NB [220].
Wulczyn et al. [292] use a Multi-Layer Perceptron and Logistic Regression in the only paper ad-
dressing the subjectivity of judgments. They show that comments with high annotator agreement
are different from the ones with lower agreement and that empirical distributions better represent
the labels.

Deep learning. Convolutional Neural Networks, autoencoders [213], Recurrent Neural Net-

works (RNN) or the variants Long-Short Term Memory and Gated Recurrent Units with or with-
out attention and uni or bi-directional are trained or several networks combined. Few papers exper-
iment with other methods (RNN and reinforcement learning [214], unsupervised deep learning like
growing hierarchical self-organizing map [85]). The deep learning methods are claimed to achieve
better performance than traditional machine learning.
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