Learning Hierarchical Feature Influence for Recommendation by Recursive Regularization
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ABSTRACT

Existing feature-based recommendation methods incorporate auxiliary features about users and/or items to address data sparsity and cold start issues. They mainly consider features that are organized in a flat structure, where features are independent and in a same level. However, auxiliary features are often organized in rich knowledge structures (e.g. hierarchy) to describe their relationships. In this paper, we propose a novel matrix factorization framework with recursive regularization – ReMF, which jointly models and learns the influence of hierarchically-organized features on user-item interactions, thus to improve recommendation accuracy. It also provides characterization of how different features in the hierarchy co-influence the modeling of user-item interactions. Empirical results on real-world data sets demonstrate that ReMF consistently outperforms state-of-the-art feature-based recommendation methods.

1. INTRODUCTION

Recommender systems aim to model user preferences towards items, and actively recommend relevant items to users. To address the data sparsity and cold start problems \[23\], feature-based recommendation methods, such as collective matrix factorization (CMF) \[25\], SVDFeature \[4\], and factorization machine (FM) \[21\], quickly gain prominence in recommender systems. They enable the integration of auxiliary features about users (e.g. gender, age) and items (e.g. category, content) with historical user-item interactions (e.g. ratings) to generate more accurate recommendations \[24\].

While commonly arranged in a flat structure (e.g. user gender, age), auxiliary features can be organized in a “feature scheme”, i.e. a set of features that includes relationships between those features. Hierarchies are a natural yet powerful structure to human knowledge, and they provide a machine- and human-readable description of a set of features and their relationships. Typical examples of feature hierarchies include category hierarchy of on-line products (e.g. Amazon web store \[19\]), topic hierarchy of articles (e.g. Wikipedia \[10\]), genre hierarchy of music (e.g. Yahoo! Music), etc. The benefits brought by the explicit modeling of feature relationships through hierarchies have been investigated in a broad spectrum of disciplines, from machine learning \[12\] to natural language processing \[10\]. How to effectively exploit feature hierarchies in recommender systems is still an open research question. We here provide a running example to illustrate how hierarchical feature structure can provide better recommendations.

Running Example. Consider a point of interest (POI) recommender system \[30\], where the goal is to recommend a real-world POI (e.g. a restaurant) to a user. User preferences can be influenced by geo-cultural factors: for instance, the country of residence might have an influence on user preferences for restaurants’ cuisine (intuitively, an Italian and an American might have different culinary tastes). Likewise, fellow countrymen might show different preferences according to their city of residence (arguably, citizens from Boston and San Diego can show incredible different culinary preferences). This scenario is represented in Figure \[1\] users are described by auxiliary features that characterize their countries and cities of residence. These features are organized in a hierarchy, where cities are related to countries by a locatedIn relationship.

We consider the historical POI interactions in a given city of four users in Figure \[1\] Alice and Bob, from Rome and Florence (Italy); Charlie and Dave from Boston and San Diego (US). Italian users (Alice and Bob) both show preferences towards Pizza, thus suggesting a “national imprint” on their preferences. However, the two users are differently influenced by their country of residence, as Alice’s preference for pizza is weaker than that of Bob: Alice checks in more at Lamp chop restaurants, while Bob checks in more at Pizza restaurants. A similar observation holds also for Charlie and Dave: the influence of US is weaker than that of Boston on Charlie, while stronger than that of San Diego on Dave.

The example highlights how related features (a country and its cities, linked by the locatedIn relationship) can co-influence user preferences, although the strength of the co-influence varies across relationship instances (e.g. Italy-Rome, Italy-Florence). This observation suggests the need for feature relationships (e.g. the locatedIn relationship) to be properly considered in recommendation methods. This co-influence could be known as a priori, but it is often best learnt from historical user-item interaction data.
Existing feature-based methods, e.g., SVDFeature [5], CMF [25] and FM [21], ignore the useful information provided by feature relationships, imposing a conversion step that transforms a hierarchical structure into a flat one. To fully exploit feature hierarchies, the main challenge is to model the co-influence of features on user-item interactions, determined by both the feature relationships in the hierarchical structure and the historical user-item interaction data.

**Original Contribution.** We propose a novel approach that models the co-influence of hierarchically-organized features on user-item interactions, and learns the strength of such co-influence from historical user-item interaction data, to improve recommendation performance. We first define the influence of an individual feature as regularization on latent factors, then combine the regularization of individual features by weighting them recursively over the hierarchy, from root to leaves, according to their organization. The regularization of the feature hierarchy, named **recursive regularization**, is expressed as a regularization function parameterized by the weights associated to each feature. We then propose a novel recommendation framework ReMF, that integrates recursive regularization into the matrix factorization model to better learn latent factors. By learning the values of weights of each feature from the historical user-item interaction data, ReMF characterizes the influence of different features in a hierarchy on user-item interactions. We demonstrate the effectiveness of ReMF with an extensive validation performed on two recommendation scenarios, namely POI and product recommendation, and on multiple real-world data sets. Empirical results show that ReMF outperforms state-of-the-art approaches, scoring average improvements of 7.20% (MAE), 15.07% (RMSE) and 9.86% (AUC).

2. RELATED WORK

Incorporating auxiliary features into recommendation, i.e. feature-based recommendation [23][24], has become a popular and effective approach to address the data sparsity and cold start problems. A wide range of features has been explored, including user gender and age [16][1], item category [13] and content [20][7].

Many feature-based recommendation methods consider only features with a flat structure. For example, Singh et al. [25][17] propose the collective matrix factorization (CMF) method, which factorizes the user-item rating and user-feature matrices simultaneously, to improve the recommendation performance. Chen et al. [4] devise a machine learning toolkit, named SVDFeature. The basic idea is that a user’s (an item’s) latent factor is influenced by those of her (its) features. Rendle et al. [21][22] design factorization machines (FM) that combines the advantages of Support Vector Machines with factorization model. However, all of these methods mentioned above cannot cope with hierarchical feature structure. Blending a feature hierarchy into these models requires converting the hierarchy into a flat structure, thus losing the information about feature relationships. To fully exploit a feature hierarchy, ReMF combines the distinct influence of different features on user-item interactions according to their structured relationships.

Some studies on taxonomy-aware recommendation incorporate hierarchy in recommendation. For example, Ziegler et al. [33] and Weng et al. [28] propose to model a user’s taxonomy preferences as a flat vector, where each element corresponds to the user’s preference over a taxonomy feature. The user’s preference is modeled as the frequency the user rates items characterized by the feature. Albadvi et al. [2] propose a similar method, however it models each feature as a preference vector, where the elements are feature attributes (e.g. price, brand). All of these methods ignore feature relationships. Koenigstein et al. [13] design a new matrix factorization model for Yahoo! Music competition that incorporates the feature hierarchy of track album and artist. They predict user preferences by fusing item (e.g. track) latent factors with feature (e.g. album, artist) vectors. This idea is similar to SVDFeature [4]. Though feature relationships are considered, they cannot fully exploit a feature hierarchy as they simply add feature latent factors to item latent factors, without taking into account the dependent influence of hierarchically-organized features on user-item interactions.

Another related line of research focuses on integrating the structure within users/items in recommendation, e.g. social network [27][18][26], webpage network [16], tag network [32]. These methods usually regularize latent factors of users/items that are linked in the network, based on heuristic definitions of similarity between users/items. For instance, Ma et al. [18] propose SoReg that regularizes user latent factors based on cosine similarity of ratings between socially connected users. These methods consider the network within users/items, though can be applied in the case of feature hierarchy, e.g. by constructing implicit connections between users/items according to their feature relationships in the hierarchy. However, an essential difference between these methods and ours is that the influence of features on user-item interactions considered in these methods is usually hard-coded with manually defined similarity between users/items; on the contrary our proposed framework can automatically learn the co-influence of different features from the historical user-item interaction data. Recently Wang et al. [28] propose to model the implicit hierarchical structure within users and items based on user-item interactions. Our work differs from this one, in that we consider leveraging explicit auxiliary features to guide the learning of latent factors.

In summary, existing methods are incapable to model the co-influence of hierarchically-organized features on user-item interactions, thus restricting their applications in recommendation. In contrast, our framework can fully exploit an auxiliary feature hierarchy through the learning of hierarchical feature influence.

3. DATA ANALYSIS

This section demonstrates the need for recommendation methods able to account for the co-influence on user-item interactions of hierarchically-organized features.

Inspired by the running example, we show on 8 different data sets how: 1) users from the same country (named Country Visitors) are more similar in terms of POI preferences compared with users from different countries (named Foreign Visitors); and 2) users from the same city (named City Visitors) are more similar in terms of POI preferences compared to users from different cities but the same country (named Domestic Visitors).

**Data Sets** We collect data of Foursquare check-in’s performed over 3 weeks in 4 European capital cities (Amsterdam, London, Paris, Rome) and published on 2 social media platforms (Twitter, Instagram). Table 1 shows the statistics about the 8 data sets. We consider users’ residence city, country and continent as auxiliary information about users, as well as a root feature residence location. We use the method described in 3 to locate users’ residence locations. For conciseness, we only analyze the co-influence of country and city. Overall we consider 121 countries and 2,873 cities.

**Analysis Metrics.** We denote all countries as $Con_1,...,Con_s$, each country $Con_s$ is the parent of all cities in it, i.e. $Con_s = parent(Cit_1,...,Cit_t)$. Each user $u_i$ from a city $Cit_t$ and a country $Con_s (Con_s = parent(Cit_t))$, has a set of visited POIs, i.e. $POI(u_i) = \{poi_{i1},poi_{i2},...\}$. Then we measure the similarity between the users $u_i$ and $u_k$ using Jaccard similarity, i.e. $Jar(u_i,u_k) = |POI(u_i) \cap POI(u_k)|/|POI(u_i) \cup POI(u_k)|$. **Table 1** shows the statistics about the 8 data sets.
We define $u_i$’s similarity with the other Country Visitors (City Visitors), and with all Foreign Visitors (Domestic Visitors) as

$$Sim(F, u_i^w) = \frac{1}{|F| - 1} \sum_{u_k \in F, u_k \neq u_i} Jar(u_i, u_k),$$

$$Sim(F, u_i^a) = \frac{1}{|\text{parent}(F)| - |F|} \sum_{u_k \in \text{parent}(F), u_k \notin F} Jar(u_i, u_k),$$

respectively, where $F$ is the country (or city) $u_i$ resides in, and $|F|$ is the number of users characterized by the feature $F$. For instance, in the case of $F = \text{Con}_s$, the similarity between $u_i$ and the other Country Visitors, denoted by $Sim(\text{Con}_s, u_i^w)$, is the averaged similarity between $u_i$ and each of the other Country Visitors; the similarity between $u_i$ and Foreign Visitors, denoted by $Sim(\text{Con}_s, u_i^a)$, is the averaged similarity between $u_i$ and each of the Foreign Visitors. The similarity between $u_i$ and the other City Visitors and Domestic Visitors can be similarly calculated. Now we define the overall similarity within a country (city) $F$, and across the country (city) and other countries (cities) as $Sim(F^w) = \{Sim(F, u_i^w) | \}$, $Sim(F, u_i^w) \ldots$ and $Sim(F^a) = \{Sim(F, u_i^a) | \}$, $Sim(F, u_i^a) \ldots$, respectively. Then we compare the overall similarity within a country (city), and that across the country (city) and other countries (cities) by:

$$\text{LogRatio}(F) = \log\left(\frac{1}{|F|} \sum_{u_i \in F} Sim(F, u_i^w) / Sim(F, u_i^w) \right),$$

where $\text{LogRatio}(F) > 0$ indicates that the elements in $Sim(F^w)$ is larger than that in $Sim(F^a)$ on average, and $\text{LogRatio}(F) < 0$ otherwise. We test the significance of the difference between $Sim(F^w)$ and $Sim(F^a)$ with a Paired t-test.

**Observation 1**: Country Visitors are more similar with each other in terms of POI preferences than with Foreign Visitors.

The distribution of $\text{LogRatio}(\text{Con})$ for all countries is shown in Figures 2(a-b) for Instagram and Twitter, respectively. More than 95% of the countries observed in both Instagram and Twitter have $\text{LogRatio}(\text{Con}) > 0$. Paired t-test shows that 95.88% countries in Instagram and 99.36% in Twitter have $Sim(\text{Con})^w$ significantly larger than $Sim(\text{Con})^a$ ($p$-value < 0.01). We thus conclude that Country Visitors are more similar with each other in terms of POI preferences than with Foreign Visitors.

**Observation 2**: City Visitors are more similar with each other in terms of POI preferences than with Domestic Visitors.

The distribution of $\text{LogRatio}((\text{Cit}))$ for all cities in all countries is shown in Figures 3(c-d) for Instagram and Twitter. We can observe that all cities have $\text{LogRatio}((\text{Cit})) > 0$; 88.44% of them in Instagram and 88.15% in Twitter have $Sim((\text{Cit})^w)$ significantly larger than $Sim((\text{Cit})^a)$ ($p$-value < 0.01). We therefore conclude that the similarity within City Visitors is higher than that with Domestic Visitors. Comparing the distribution of cities with that of countries, all cities have $\text{LogRatio}((\text{Cit})) > 0$ while there are some countries with $\text{LogRatio}(\text{Con}) < 0$ (those whose capital cities are visited), indicating that users from the same city are more similar than users from the same country. Moreover, we find that generally cities have larger values of $\text{LogRatio}$ than countries. For instance the mean values of the distribution of Amsterdam in Figures 3(a-c) are 4.09 and 5.07, respectively. This observation hints that cities generally have larger influence than countries on their residents’ preferences.

**4. RECURSIVE REGULARIZATION FOR MODELING FEATURE CO-INFLUENCE**

We adopt the regularization technique to model the influence of auxiliary features. To do so, we have to consider feature relationships, and further allow for the learning of feature influence from historical user-item interaction data. For this we introduce a novel regularization method, named recursive regularization, that models the co-influence of features by recursively weighting each feature influence, traversing from root to leaves in the feature hierarchy.

**4.1 Preliminaries**

We first introduce the notations. Let $\mathcal{U} = \{u_1, u_2, \ldots, u_m\}$ be the set of $m$ users, and $\mathcal{V} = \{v_1, v_2, \ldots, v_n\}$ be the set of $n$ items. Given a user-item interaction matrix $\mathbf{R} \in \mathbb{R}^{m \times n}$, $R_{ij}$ is a positive number denoting the rating given by $u_i$ to $v_j$, $\mathbf{O} \in \mathbb{R}^{m \times n}$ denotes the indicator matrix, where $O_{ij} = 1$ indicates that $u_i$ rates $v_j$, and $O_{ij} = 0$ otherwise. $\mathcal{F} = \{F_1, F_2, \ldots, F_s\}$ is the set of features, each of which describes at least one user in $\mathcal{U}$.
The features are organized hierarchically in a tree structure, where each node represents a feature in \( F \). The edge between a parent node \( F_p \in F \) and a child node \( F_c \in F \) represents a directed affiliation relationship, i.e. \( F_p \) belongs to \( F_c \). Figure 4a shows an example containing three leaf features \( F_1, F_2, F_3 \), i.e. features with no children. \( F_1, F_2, F_3 \) are children of the internal feature \( F_4 \). \( F_5 \) and \( F_6 \) are children of the root feature \( F_0 \). For simplicity, we assume that each user is explicitly associated with at most one leaf feature in \( F \). Table 2 summarizes all the notations throughout this paper.

Our method is based on matrix factorization (MF) [15], which assumes the existence of latent structures in the user-item interaction matrix. By uncovering latent factors of users and items, it approximates the observed ratings and estimates the unobserved ratings. MF solves the following optimization problem:

\[
\min_{U, V} \frac{1}{2} \sum_{i,j} O_{ij} (R_{ij} - U_i V_j^T)^2 + \frac{\lambda}{2} \left( \|U\|_F^2 + \|V\|_F^2 \right),
\]

where \( U \in \mathbb{R}^{n \times d} \) and \( V \in \mathbb{R}^{m \times d} \) are the latent factors of users and items, respectively. \( d \) is the dimension of latent factors. \( \lambda \) is the regularization coefficient to avoid over-fitting. The unobserved rating for user \( u_i \) to item \( v_j \) can be estimated by the inner product of the corresponding user and item latent factors, i.e. \( \hat{R}_{ij} = U_i^T V_j \).

### 4.2 Modeling Influence of Feature Hierarchy on User-item Interactions

Step by step, we model the influence from a single feature to the combinations of features and finally the entire feature hierarchy.

#### Influence of an Isolated Feature Unit

To start, we first define the regularization by an isolated feature \( F_p \) in the hierarchy as:

\[
\text{Dis}(F_p) = \sum_{u_i, u_k \in F_p, i < k} \|U_i - U_k\|_F^2,
\]

where \( \|U_i - U_k\|_F^2 \) is the squared Frobenius norm distance between the latent factors of \( u_i \) and \( u_k \) characterized by feature \( F_p \). \( \text{Dis}(F_p) \) poses regularization on the cumulation of the pairwise distance between users associated with it. Thus, \( \text{Dis}(F_p) \) can be considered as the influence of the isolated feature \( F_p \) on user-item interactions by regularizing user latent factors. The definition here only considers the influence of an isolated feature, while the co-influence of the feature hierarchy contributed by the feature, i.e. influence of the feature in the hierarchy, is different from – but based on – the influence of the isolated feature, which will be illustrated later.

Our method models feature influence by regularizing user latent factors, and can be straightforward transferred to modeling the influence by regularizing item latent factors, or both of them.

#### Influence of an Isolated Feature Unit

Given the above definition, we now model the influence of an isolated combination of features, on learning user latent factors, by introducing the most important relationship among features in a hierarchy, i.e. parent-child relationship, based on which other relationships among features in the hierarchy such as siblings, ancestors can be derived. We first define the feature unit, i.e. \( Fu(F_p) \), as the combination of a single parent node \( F_p \) and its children nodes, namely:

\[
Fu(F_p) = \{ F_p \} \cup \{ Fu(\text{children}(F_p)) \}.
\]

Two examples of feature units \( Fu(F_5) \) and \( Fu(F_4) \) are shown in the red dash boxes in Figure 4a.

Then we consider the influence of an isolated feature unit on learning user latent factors by regularization. For each isolated feature unit \( Fu(F_p) \), we denote its influence as \( I'(F_p) \), and assign it two parameters \( g_p, s_p \), with the constraint \( g_p + s_p = 1 \). Parameters \( g_p \) and \( s_p \) are used to distribute the influence of the feature unit to two parts. One is given by the parent node, weighted by \( g_p \), and the other is given by the children nodes, weighted by \( s_p \). The influence of the isolated feature unit, i.e. \( I'(F_p) \), is then defined as:

\[
I'(F_p) = g_p \text{Dis}(F_p) + s_p \sum_{\forall Fu \in \text{children}(F_p)} \text{Dis}(Fu),
\]

For example, the influence of the isolated feature unit \( Fu(F_5) \) in Figure 4a, i.e. \( I'(F_5) \), is determined by both the influence of the parent node \( F_5 \), i.e. \( \text{Dis}(F_5) \), weighted by \( g_5 \), and the influence of its children nodes, i.e. \( \text{Dis}(F_2) \) and \( \text{Dis}(F_3) \), weighted by \( s_5 \). The overall influence of this isolated feature unit is: \( I'(F_5) = g_5 \text{Dis}(F_5) + s_5 \text{Dis}(F_2) + \text{Dis}(F_3) \). Compared with the influence of the isolated feature \( F_5 \) in \( Fu(F_5) \), the influence of feature \( F_5 \) in \( Fu(F_5) \) is different, in that \( \text{Dis}(F_5) \) is weighted by \( g_5 \).

#### Influence of an Entire Feature Hierarchy

Based on the definition of the influence of an isolated feature unit, we now proceed to model the influence of feature unit in the hierarchy, thus to formally derive the overall influence of an entire feature hierarchy on user latent factors. Note that the influence of a feature unit in the hierarchy is different from – but based on – the influence of the isolated feature unit, and can be achieved by recursively defining the regularization of the feature unit in the hierarchy, given by:

\[
\begin{align*}
I(F_p) &= \left\{ \begin{array}{ll}
g_p I(F_p) + s_p \sum_{\forall Fu \subset \text{children}(F_p)} I(F_{fu}), \\
\text{Dis}(F_p), & \text{if } F_p \text{ is an internal feature;}
\end{array} \right.
\]

where \( |F_p| \) is the number of users characterized by feature \( F_p \).

From the above definition, we can see the difference between the influence of a feature unit in the hierarchy \( I(F_p) \) and the influence of an isolated feature unit \( I'(F_p) \), that is, \( I(F_p) \) is recursively defined on \( I(F_p) \). Put another way, the influence of a child feature is included in the influence of its parent feature. Hence, the influence of an entire feature hierarchy, denoted by \( I(F) \), is equivalent to that of the root feature, as it recursively includes the influence of all features in the hierarchy. As an example, Equation 3 shows the influence of the feature hierarchy in Figure 4a.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U, V )</td>
<td>user, item set</td>
</tr>
<tr>
<td>( u_i, u_k \in F_p )</td>
<td>the ith/kth user in ( U ), and ( j )th item in ( V )</td>
</tr>
<tr>
<td>( R_{ij} )</td>
<td>rating given by user ( u_i ) to item ( v_j )</td>
</tr>
<tr>
<td>( O )</td>
<td>indicator matrix indicating missing entries in ( R )</td>
</tr>
<tr>
<td>( U_i, V_j )</td>
<td>latent factors of user ( u_i ) and item ( v_j )</td>
</tr>
<tr>
<td>( \mathcal{F} )</td>
<td>hierarchically-organized feature set</td>
</tr>
<tr>
<td>( F )</td>
<td>feature in the hierarchy</td>
</tr>
<tr>
<td>( \text{Dis}(F) )</td>
<td>regularization induced by isolated feature ( F )</td>
</tr>
<tr>
<td>( Fu(F) )</td>
<td>feature unit with parent node ( F )</td>
</tr>
<tr>
<td>( \text{Dis}(Fu(F)) )</td>
<td>regularization by isolated feature unit ( Fu(F) )</td>
</tr>
<tr>
<td>( g, s )</td>
<td>weighting parameters in propagating feature influence</td>
</tr>
<tr>
<td>( \text{Dis}(F) )</td>
<td>regularization by feature unit ( Fu(F) ) in hierarchy</td>
</tr>
<tr>
<td>( \text{Dis}(F) )</td>
<td>regularization by feature hierarchy ( F )</td>
</tr>
<tr>
<td>( C_{ik} )</td>
<td>regularization coefficient between ( U_i ) and ( U_k )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>impact of recursive regularization</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>regularization coefficient to avoid over-fitting</td>
</tr>
<tr>
<td>( J )</td>
<td>objective function of REMF framework</td>
</tr>
</tbody>
</table>

Table 2: Notations.
Figure 4: (a) illustrates a feature hierarchy, where features with children (i.e., \(F_2, F_3\)) are called internal features. Particularly, \(F_5\) is also named root feature, whereas features without children are called leaf features. Dash and solid lines respectively represent the user-feature (i.e., a user is characterized by a feature) and feature-feature (i.e., parent-child) relationships. Features in a red dash box comprises a feature unit. (b) shows the corresponding regularization coefficients of the corresponding example.

\[
\begin{align*}
I(F) &= I(F_5) \\
&= g_5 \text{Dis} (F_5) + s_5 (I(F_1) + I(F_3)) \\
&= g_5 \text{Dis} (F_5) + s_5 (g_4 \text{Dis} (F_4) + s_4 (I(F_1) + I(F_2)) + \text{Dis} (F_3)) \\
&= g_5 \text{Dis} (F_5) + s_5 (g_4 \text{Dis} (F_4) + s_4 \text{Dis} (F_1) + \text{Dis} (F_3)).
\end{align*}
\]

The deduction of recursive regularization of a feature hierarchy is shown in Algorithm 1 where the co-influence of features is modeled as a regularization function parameterized by the weights of each feature in the hierarchy. These weights characterize the influence of distinct features, and can be further learnt from historical user-item interaction data, as we introduce in the next section.

Remark. By recursively weighting and combining feature influence over a hierarchy from the root feature to the leaves, recursive regularization can model the influence of an arbitrarily deep feature hierarchy that can be either balanced or imbalanced.

5. REMF: A RECOMMENDATION FRAMEWORK INTEGRATED WITH RECURSIVE REGULARIZATION

We first introduce a novel recommendation framework ReMF, that integrates the recursive regularization into the MF model to exploit auxiliary feature hierarchy. Then an optimization method and the complexity analysis for ReMF are presented.

5.1 The ReMF Framework

By incorporating recursive regularization into the MF, the ReMF framework is defined by:

\[
\min_{U, V} \mathcal{F} = \frac{1}{2} \sum_{i,j} \| R_{ij} - U_i^T V_j^T \|^2 + \frac{\alpha}{2} \| U \|^2 + \| V \|^2 + \frac{\lambda}{2} \sum_{i \in I(F)} \| I(F) \|^2.
\]

where \(\alpha\) is a regularization parameter that controls the impact of recursive regularization, i.e., \(I(F)\).

Thanks to recursive regularization, ReMF can model the co-influence of features in the hierarchy to learn user latent factors. It also characterizes the distinct influence of each feature, thus helping with the interpretation of the effect of each feature in the hierarchy on recommendation, illustrated as follows.

Considering the example of Figure 4 based on Equations 2 and 3, the feature hierarchy influence \(I(F)\) can be rewritten as:

\[
(g_5 + s_5 g_4 + s_5 s_4) \| U_1 - U_2 \|^2 + (g_5 + s_5 g_4) \| U_1 - U_3 \|^2 + \ldots,
\]

where the strength of the regularization between \(u_1, u_2\)'s latent factors is \((g_5 + s_5 g_4 + s_5 s_4)\), and that of \(u_1, u_3\)'s latent factors is \((g_5 + s_5 g_4 + s_5 s_4)\). In fact, the strength of regularization is the combination of influence of different features. For simplicity, we assume \(g = s = 0.5\) for each internal feature. Therefore, the strength of regularization between \(u_1, u_2\)'s latent factors is \((g_5 + s_5 g_4 + s_5 s_4) = 1\), from which we could see that the feature \(F_5\) has an influence of \(g_5 = 0.5\), while its children features \(F_3\) and \(F_4\) have influence of \(s_5 g_4 = 0.25\) and \(s_5 s_4 = 0.25\), respectively. Then, for \(u_1, u_3\), the strength of regularization between their latent factors is \((g_5 + s_5 g_4) = 0.75\), where the features \(F_5, F_4\) have influence of \(g_5 = 0.5, s_5 g_4 = 0.25\). The distinct influence of features on learning user latent factors can therefore be characterized by certain functions of the weights \((g, s)\).

To formally derive feature influence on an arbitrary pair of users, we define the regularization coefficient \(C_{ik}\) to represent the strength of regularization between \(u_i, u_k\), where a greater value of \(C_{ik}\) indicates a higher correlation between the two users. Hence, \(I(F)\) can be reformulated as:

\[
I(F) = \sum_{u_i, u_k \in \mathcal{U}, i < k} C_{ik} \| U_i - U_k \|^2.
\]

We next introduce two theorems for deriving \(C_{ik}\), which is the combination of the influence by different features on \(u_i\) and \(u_k\).

**Theorem 1.** The regularization coefficient for any pair of users \(u_i, u_k\) (i.e. \(C_{ik}\)) characterized by the same leaf feature is 1:

\[
g_{\text{root}} + s_{\text{root}} (g_{c_1} + s_{c_1}(g_{c_2} + s_{c_2}(\ldots(g_{c_l} + s_{c_l})))) = 1,
\]

where the list \(\{F_{\text{root}}, F_{c_1}, F_{c_2}, \ldots, F_{c_l}\}\) is the set of the common features of \(u_i\) and \(u_k\), ordered in a sequence from the root feature \(F_{\text{root}}\) to the leaf feature \(F_{c_l}\).

**Proof.** This is straightforward to prove, due to the constraint \(g + s = 1\). Considering the example \(\{u_1, u_2\}\) in Figure 4 the sum of the relevant regularization terms, i.e. \(g_5 \text{Dis} (F_5), s_5 g_4 \text{Dis} (F_4)\) and \(s_5 s_4 \text{Dis} (F_1)\), in Equation 3 is:

\[
(g_5 + s_5 (g_4 + s_4)) \| U_1 - U_2 \|^2 = (g_5 + s_5) \| U_1 - U_2 \|^2.
\]

**Theorem 2.** For any pair of users \(u_i, u_k\) not characterized by a common leaf feature, the regularization coefficient (i.e. \(C_{ik}\)) is:

\[
g_{\text{root}} + s_{\text{root}} (g_{c_1} + s_{c_1}(g_{c_2} + s_{c_2}(\ldots(g_{c_l} + s_{c_l}))))
\]

where the list \(\{F_{\text{root}}, F_{c_1}, F_{c_2}, \ldots, F_{c_l}\}\) is the set of the common features of \(u_i\) and \(u_k\), ordered from the root feature \(F_{\text{root}}\) to the deepest common feature \(F_{c_l}\).

**Proof.** All possible features that can influence the regularization coefficient of \(u_i, u_k\) are their deepest common feature, and the parents and ancestors of the deepest common feature.

According to the above theorems, the value of regularization coefficient always falls into the range of \([0, 1]\), with 1 indicating the...
The computational time is mainly taken by variables. The time to compute the \( \partial F/\partial V_j \), since the leaf features do not have children. For an internal item interaction data.

\( \frac{\partial J}{\partial U} = -\sum_j \mathbf{O}_{ij}(R_{ij} - U_jV_j^T)V_j + \lambda U_j + \alpha \sum_{u_i \in I, u_j \in K} C_{ik}(U_i - U_k), \)

\( \frac{\partial J}{\partial V_j} = -\sum_i \mathbf{O}_{ij}(R_{ij} - U_jV_j^T)U_i + \lambda V_j. \)

\( \partial \mathcal{J} / \partial g_p = \left\{ \begin{array}{ll} \operatorname{Dis}(F_p), & \text{if } F_p \text{ is root,} \\ \sum_{F \in \mathbf{F}_S \in \text{ancestors}(F_p)} s_u \operatorname{Dis}(F_p), & \text{otherwise}. \end{array} \right. \)

\( \partial \mathcal{J} / \partial s_p = \left\{ \begin{array}{ll} \sum_{F \in \mathbf{F}_S \in \text{ancestors}(F_p)} s_u (\sum_{x \in \mathbf{F}_S \in \text{children}(F_p), F(x)) & \text{if } F_p \text{ is root,} \\ \sum_{F \in \mathbf{F}_S \in \text{ancestors}(F_p)} s_k (\sum_{x \in \mathbf{F}_S \in \text{children}(F_p), F(x)) & \text{otherwise}. \end{array} \right. \)

According to the constraint \( g_p + s_p = 1 \), we can update \( g_p \) (or \( s_p \)) using the gradient and the other by \( s_p = 1 - g_p \) (or \( g_p = 1 - s_p \)).

The detailed learning process is shown in Algorithm 2.

\textbf{Complexity Analysis} The computational time is mainly taken by evaluating the objective function \( \mathcal{J} \) and updating the related variables. The time to compute \( \mathcal{J} \) is \( \mathcal{O}(d|R| + dm^2) \), where \( |R| \) is the number of non-zero observations in the rating matrix \( R \). For all gradients \( \partial \mathcal{J} / \partial U, \partial \mathcal{J} / \partial V, \partial \mathcal{J} / \partial g_p, \partial \mathcal{J} / \partial s_p \), the computational time are \( \mathcal{O}(d|R| + dm^2), \mathcal{O}(d|R|), \mathcal{O}(\sum_{m=0}^{\text{layer}-1}(\sum_{l=0}^{\text{layer}-1}(\sum_{n=0}^{\text{layer}-1}(|m|-1)|n|) \text{ and } \mathcal{O}(|s_p|), \) respectively. Wherein \( \sum_l \) denotes the average number of users in each node at layer \( l \), \( n_l \) denotes the number of nodes at layer \( l \), and \( |s_p| \) denotes the number of internal nodes.

6. EXPERIMENTS AND RESULTS

We assess the performance of ReMF with a comparison with the state-of-the-art, feature-based, hierarchy-based recommendation methods. The comparison is performed over 1) the data sets introduced in Section 3, for POI recommendation with user feature hierarchy; and 2) a data set from the Amazon Web store [19], for product recommendation with item feature hierarchy.

6.1 Experimental Setup

\textbf{Evaluation.} We adopt the standard 5-fold cross-validation, and the following 3 metrics for evaluation: Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) [13][22] to measure the error of predicted ratings; and Area Under the ROC Curve (AUC) [9][31] to measure the quality of predicted ranking of items (ranked according to the predicted ratings). The smaller MAE and RMSE, and the larger AUC, the better the recommendation performance.

\textbf{Comparison Methods.} The following methods are compared: (1) MF [15]: matrix factorization method; (2) CMF [25]: collective MF; (3) TaxMF [13]: taxonomy-based MF; (4) SoReg [18]: network-based recommendation method incorporating social relations; (5) FM [22]: factorization machine; (6) HieFM: factorization machine with hierarchy information.

HieFM is a variation of FM that considers each features path in the hierarchy (from root to leaf nodes) as an additional feature in the design vectors of FM. Similar to FM, CMF and TaxMF can also incorporate path-based features. As FM outperforms CMF and TaxMF (see Section 6.3), we limit our comparison with previous methods exploiting path-based features to HieFM.

\textbf{Parameter Settings.} We empirically set optimal parameters for each method using a grid search in \{0.0001, 0.001, 0.01, 0.05\} for both \( \lambda \) (including 1-way and 2-way regularization of FM) and the learning rate \( \gamma; \alpha = 0.5 \) for CMF; \( \beta = 0.01 \) for SoReg. For fair comparison, we set \( d = 10 \) (the dimension of latent factors) for all the methods, and adopt all features (i.e., continent, country, and city) as input in TaxMF, CMF, FM and HieFM. HieFM has path-based features as additional hierarchy information. In SoReg, we model the social relations among users by counting the number of common features, under the assumption that the commonality establishes implicit social relationships based on the geo-social correlation phenomenon [8]. Without loss of generality, we adopt \( f(x) = 1/(1 + x^{-1}) \) to map each #check-in \( R_{ij} \in R \) in POI data sets into the interval \((0, 1)\).

6.2 Results of ReMF

We analyze the influence of recursive regularization on ReMF performance, and discuss how the weighting parameters \( g, s \) can help the interpretation of recommendation results.

\textbf{The Impact of} \( \alpha \). In ReMF, \( \alpha \) controls the strength of recursive regularization of feature hierarchy. We apply a grid search in \([10^{-5}, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^0]\) to investigate the impact of \( \alpha \) on recommendation performance. Results are shown in Figure 5. As \( \alpha \) varies from small to large, the performance first increases then decreases, with the maximum reached at the range \([10^{-2}, 10^{-1}]\).
The performance variations across data sets suggest the need for data set-specific settings; the similarity in performance variation across α values shows the robustness of ReMF.

**Interpretation from (g, s).** We examine (g, s) for the internal features, i.e., continents and countries, learnt from data. Table 4 shows the list of continents and countries ranked according to their g values. Recall that for a continent (country), g > s means that the continent (country) has a stronger effect on user preferences than and its children features, i.e. countries (cities).

In general the continents have relatively smaller effects on user preferences (with g values all below 0.2), suggesting that continents have weaker effects than their countries. In addition, we observe a big variance in the g values of countries, indicating that different countries have different influence on user preferences. The high variance of countries’ g values proves the necessity of parameterizing g, s in recommendation. We then compare the influence of countries and cities on their residents’ preferences. As cities of a country and the country comprise a feature unit, the influence of a city can be measured by s = 1 − g, where g is the influence of the country. We can see from Table 4 that most countries have g < 0.5 (only 3 countries have g > 0.5), i.e. s > 0.5, indicating that the influence of cities in most countries have more influence on their residents’ preferences than the countries themselves.

Table 4: Values of g for continents and top/bottom countries in the dataset.

<table>
<thead>
<tr>
<th>Continenets</th>
<th>Top countries</th>
<th>Bottom countries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>g</td>
<td>Name</td>
</tr>
<tr>
<td>Europe</td>
<td>0.1837</td>
<td>Portugal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chile</td>
</tr>
<tr>
<td>America</td>
<td>0.1656</td>
<td>Monaco</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Thailand</td>
</tr>
<tr>
<td>Asia</td>
<td>0.1534</td>
<td>Serbia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spain</td>
</tr>
<tr>
<td>Africa</td>
<td>0.0375</td>
<td>Poland</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Indonesia</td>
</tr>
<tr>
<td>Oceania</td>
<td>0.0139</td>
<td>Hungary</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Belgium</td>
</tr>
</tbody>
</table>

### 6.3 Comparative Results

**Rating Performance.** Two views are created for each data set: 1) the “All” view includes all users; while 2) the “Cold start” view indicates that only users with ≤ 5 ratings are involved in the test set. Table 5 compares the performance of the considered recommendation methods for all data sets. Unsurprisingly, the basic matrix factorization model is consistently outperformed by feature-based recommendation methods; this shows that, in the context of the target evaluation scenario, the usage of auxiliary information about users positively affects recommendation accuracy. In addition, FM outperforms CMF, TaxMF and SoReg. This could be explained by FM considering item-feature interactions, in addition to user-item and user-feature interactions.

ReMF in general outperforms FM, suggesting that information about feature relationships (paths) can help predict user preferences. ReMF consistently outperforms the methods in the comparison pool, with an average performance gain (w.r.t. the second best method) of 7.20% (MAE) and 15.07% (RMSE). Paired t-test shows that the improvements of ReMF on all data sets are significant (p-value < 0.01). Such big improvements clearly show the effectiveness of recursive regularization, and the advantage derived from the full inclusion of information about feature relationships.

Table 5(data view “Cold start”) reports the results with cold start users. As in the previous case, ReMF achieves the best performance compared with other methods, and significantly outperforms the second best methods in all data sets (p-value < 0.01) by 12.02% and 17.53% w.r.t. MAE and RMSE respectively. The relatively larger improvements on the testing view “Cold start” than on “All” indicates that ReMF has higher capability in coping with the cold start problem compared to the state-of-the-art methods.

**Ranking Performance.** We further evaluate the ranking quality of items recommended by ReMF and other methods in the comparison pool. Results are shown in Figures 5(a-b) for data sets from Instagram and Twitter, respectively. ReMF significantly outperforms the second best method (p-value < 0.01) on all data sets by 9.86% on average, reaching an averaged AUC of 0.8175 in Instagram and 0.7568 in Twitter. These observations show that the influence of feature hierarchy modeled by recursive regularization can effectively complement user-item interaction data in ranking prediction.

![Graphs showing performance variations](image-url)
Generalizability. We test the performance of ReMF on another task, i.e., product recommendation, using the data from Amazon web store [19]. Different from the POI data sets, here we consider the feature hierarchy of items. We focus on the product category of “Clothing, Shoes & Jewelry”, having maximal depth of 7, and an unbalanced feature hierarchy. An example path in the hierarchy from the root feature to the leaf is “Clothing, Shoes & Jewelry → Men → Accessories → Wallets”. We uniformly sample the raw data set to include 100, 810 ratings performed by 34, 817 users to 45, 716 items. Table 5 compares the performance of ReMF and the other methods in the comparison pool, measured by RMSE, which is more indicative of large errors than MAE. As in the previous setting, ReMF significantly outperforms the second best method (p-value < 0.01), i.e., HieFM, by 5.46% on the testing view of “All” and 7.42% on “Cold start”. These results show that ReMF can be effective in multiple recommendation tasks, and with different topologies of features hierarchy.

Table 5: Performance (RMSE) on the testing views “All” and “Cold start” of Amazon data set. The best performance is boldfaced; the runner up is labelled with *.

<table>
<thead>
<tr>
<th></th>
<th>CMF</th>
<th>TaxMF</th>
<th>SoReg</th>
<th>FM</th>
<th>HieFM</th>
<th>ReMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>1.6356</td>
<td>1.3921</td>
<td>1.3912</td>
<td>1.3899</td>
<td>1.3847*</td>
<td>1.3091</td>
</tr>
<tr>
<td>Cold start</td>
<td>1.6386</td>
<td>1.4057</td>
<td>1.4054</td>
<td>1.4074</td>
<td>1.4033*</td>
<td>1.3242</td>
</tr>
</tbody>
</table>

7. CONCLUSIONS

Hierarchies are a common way to capture relationships between features. Yet, the value of this additional information is not fully exploited by state-of-the-art feature-based recommendation methods. This paper proposes a novel regularization method named recursive regularization for modeling the co-influence of features in the hierarchy on user-item interactions. Based on this, a new recommendation framework ReMF is proposed to learn hierarchical feature influence from historical user-item interaction data. Experimental validation on real-world data sets shows that ReMF can largely outperform state-of-the-art methods, proving the value residing in the exploitation of feature hierarchies for better learning user and item latent factors.

We stress how recursive regularization does not only apply to tree-like data structures (hierarchy), but also to a forest of trees: adding a root feature transforms a set of trees to one tree. Generalization to graphs is less trivial, and therefore left to future work.
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